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SpiNNaker - a chip multiprocessor for
neural network simulation.
Datasheet.

Features

* 18 ARM968 processors, each with:
» 64 Kbytes of tightly-coupled data memory;
32 Kbytes of tightly-coupled instruction memory;
DMA controller;
* communications controller;

 vectored interrupt controller;
* low-power ‘wait for interrupt’ mode.

* Multicast communications router
» 6 self-timed inter-chip bidirectional links;

» 1,024 associative routing entries.

« Interface to 128Mbyte (nominal) Mobile DDR SDRAM
» over 1 Ghyte/s sustained block transfer rate;
 optionally incorporated within the same multi-clpigckage.

« Ethernet interface for host connection

» Fault-tolerant architecture
» defect detection, isolation, and function migratio

» Boot, test and debug interfaces.

Introduction

SpiNNaker is a chip multiprocessor designed spedlfi for the real-time simulation of large-scale
spiking neural networks. Each chip (along withassociated SDRAM chip) forms one node in a
scalable parallel system, connected to the othéesithrough self-timed links.

The processing power is provided through the mielthtRM cores on each chip. In the standard
model, each ARM models multiple neurons, with eaebiron being a coupled pair of differential

equations modelled in continuous ‘real’ time. Nexweommunicate through atomic ‘spike’ events,
and these are communicated as discrete packetsgththe on- and inter-chip communications
fabric. The packet contains a routing key thateéireed at its source and is used to implement
multicast routing through an associative routezach chip.

One processor on each SpiNNaker chip will perforgstaan management functions; the
communications fabric supports point-to-point paske enable co-ordinated system management
across local regions and across the entire systethnearest-neighbour packets are used for system
flood-fill boot operations and for chip debug. ldétion, fixed-route packets carry 64 bits of debug
information back to particular nodes for transnuiesio the host computer.
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Background

SpiNNaker was designed at the University of Mantdrewithin an EPSRC-funded project in
collaboration with the University of SouthamptorRM Limited and Silistix Limited. Subsequent
development took place within a second EPSRC-furgtegect which added the universities o
Cambridge and Sheffield to the collaboration. Therkmvould not have been possible withou
EPSRC funding, and the support of the EPSRC and irtdestrial partners is gratefully
acknowledged.

Intellectual Property rights

All rights to the SpiNNaker design are the propesfythe University of Manchester with the
exception of those rights that accrue to the ptgacners in accordance with the contract terms,

Disclaimer

The details in this datasheet are presented in fitidbut no liability can be accepted for errors
inaccuracies. The design of a complex chip multipssor is a research activity where there
many uncertainties to be faced, and there is noagitee that a SpiNNaker system will perform i
accordance with the specifications presented here.

The APT group in the School of Computer Scienddatniversity of Manchester was responsibl
for all of the architectural and logic design ofetlspiNNaker chip, with the exception o
synthesizable components supplied by ARM Limited amterconnect components supplied b
Silistix Limited. All design verification was alsoarried out by the APT group. As such th
industrial project partners bear no responsibibitythe correct functioning of the device.

Error notification and feedback

Please email details of any errors, omissionsuyggsstions for improvement to:
steve.furber@manchester.ac.uk.

Change history

version | date changes

2.00 21/4/10 Full SpiNNaker chip initial version

2.01 19/10/10 Change CPU clocks, add package details, minor corrections.
2.02 8/12/10 Detail corrections and enhancements
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1. Chip organization

1.1 Block diagram

The primary functional components of SpiNNakerilustrated in the figure below.
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Each chip contain&8 identical processing subsystems. At start-uppfalhg self-test, one of the
processors is nominated as the Monitor Processrtlareafter performs system manageme
tasks. The other processors are responsible foelirggione or more neuron fascicles - a fascic
being a group of neurons with associated inputs @rtguts (although some processors may |
reserved as spares for fault-tolerance purposes).

The Router is responsible for routing neural eyakets both between the on-chip processors &
from and to other SpiNNaker chips. The Tx and Reriiace components are used to extend the ¢
chip communications NoC to other SpiNNaker chipgukts from the various on- and off-chip
sources are assembled into a single serial strd@ohvs then passed to the Router.

Various resources are accessible from the processtems via the System NoC. Each of t
processors has access to the shared off-chip @msgily in the same package) SDRAM, an
various system components also connect throughSystem NoC in order that, whicheve
processor is Monitor Processor, it will have acdedbese components.

The sharing of the SDRAM is an implementation cani@ece rather than a functional requiremen
although it may facilitate function migration inpgort of fault-tolerant operation.
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1.2 System-on-Chip hierarchy

The SpiNNaker chip is viewed as having the follogvistructural hierarchy, which is reflected
throughout the organisation of this datasheet:
* ARM968 processor subsystem
* the ARM968, with its tightly-coupled instructiom@ data memaories
» Timer/counter and interrupt controller
« DMA controller, including System NoC interface
« Communications controller, including CommunicaidwoC interface
» Communications NoC

* Router, including multicast, point-to-point, nestreeighbour, fixed-route, default and emer-
gency routing functions

* 6 bidirectional inter-chip links
* communications NoC arbiter and fabric
e System NoC
* SDRAM interface
» System Controller
» Router configuration registers
Ethernet MIl interface
Boot ROM
¢ System RAM
» Boot, test and debug
 central controller for ARM968 JTAG functions
« an off-chip serial boot ROM can be used if reqdiire

1.3 Register description convention
Registers are 32-bits (1 word) and are usuallylaysual in this datasheet as shown below:

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

E|M|I Pre| S| O

reset: 0 01 0 00O

* The grey-shaded areas of the register are und$eyy. will generally read as 0, and should be
written as 0 for maximum compatibility with any fuwé functionality extensions.

» Reset values, where defined, are shown agairest ahraded background.
Certain registers in the System Controller havegmtton against corruption by errant code:

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

20x5EC R A MPID

reset: 0 1 11111

* Here any attempt to write the register must ineltite security code OX5EC in the top 12 bits of
the data word. If the security code is not presieatwvrite will have no effect.
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2. System architecture

SpiNNaker is designed to form (with its associag&2RAM chip) a node of a massively paralle
system. The system architecture is illustratedveelo

SN £ SN NN« SR, o _Ly

SpiNNaker
Chip

¢ 0.2 ‘ 1,2 22 [

SDRAM

1

2.1 Routing

The nodes are arranged irtreangular mesh with bidirectional links t6 neighbours. The system
supports multicast packets (to carry neural evefarination, routed by the associative Multicast s
Router), point-to-point packets (to carry systermaggement and control information, routed b
table look-up), nearest-neighbour packets (to stpipoot-time flood-fill and chip debug) and
fixed-route packets (to convey application debuig deack to the host computer).

Emergency routing

In the event of a link failing or congesting, tiafthat would normally use that link is redirecied
hardware around two adjacent links that form angia with the failed link. This “emergency U)
routing” is intended to be temporary, and the ofegasystem will identify a more permanen
resolution of the problem. The local Monitor Pramrsis informed of uses of emergency routing.

Deadlock avoidance

The communications system has potential deadloekess because of the possibility of circula
dependencies between links. The policy used hepesteent deadlocks occurring is:

* no Router can ever be prevented from issuing its output.
The mechanisms used to ensure this are:

 outputs have sufficient buffering and capacityegébn so that the Router knows whether or n¢
an output has the capacity to accept a packet;
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e emergency routing is used, where possible, tocaweerloading a blocked output;

» where emergency routing fails (because, for examntpk alternative output is also blocked) the
packet is ‘dropped’ to a Router register, and ttenlbr Processor informed;
The expectation is that the communications fabiit lve lightly-loaded so that blocked links are

very rare. Where the operating system detectsthisitis not the case it will take measures to
correct the problem by modifying routing tablesmgrating functionality.

Errant packet trap
Packets that get mis-routed could continue in tstesn for ever, following cyclic paths. To
prevent this all (apart from nearest-neighbour)kptc are time stamped and a coarse global time
phase signal is used to trap old packets. To mag@raverhead the time stamp is 2 bits, cycling 00 -
> 01 -> 11 -> 10, and when the packet is two titages old (time sent XOR time now = Ob11) it is
dropped and an error flagged to the local MonitaycBssor. The length of a time phase can be
adapted dynamically to the state of the systemmatly, timed-out packets should be very rare so
the time phase can be conservatively long to mignthe risk of packets being dropped due to
congestion.

2.2 Time references

A slow (nominally 32kHz) global reference clock dsstributed throughout the system and is
available to each processor via its DMA controljehich performs clock edge detection) and
vectored interrupt controller. Software may use tbigenerate the local time phase information.

Each processor also has a timer/counter driven thenocal processor clock which can be used to
support time reference signals, for example a Itesrupt could be used to generate the time input
to the real-time neural models.

2.3 System-level address spaces
The system incorporates different levels of compotigat must be enumerated:

« Each Node (where a Node is a SpiNNaker chip pRAM) must have a unique, fixed address
which is used as the destination ID for a poinptint packet, and the addresses must be organ-
ised logically for algorithmic routing to functicefficiently.

» Processors will be addressed relative to theit Masle address, but this mapping will not be
fixed as an individual Processor’s role can chamgs time. Point-to-point packets addressed to
a Node will be delivered to the local Monitor Prsser, whichever Processor is serving that
function. Internal to a Node there is hard-wiredradsing of each Processor for system diagno-
sis purposes, but this mapping will generally ki outside the Node.

* The neuron address space is purely a software i&sd is discussed in ‘Application notes’ on
page 95.
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3. ARM968 processing subsystem

SpiNNaker incorporate48 ARM968 processing subsystems which provide the pedational
capability of the device. Each of these subsystesmsipable of generating and processing neu
events communicated via the Communications NoC aftdrnatively, of fulfilling the role of
Monitor Processor.

3.1 Features
e a synthesized ARM968 module with:
» an ARM9TDMI processor;
« 32 Kbyte tightly-coupled instruction memory;
« 64 Kbyte tightly-coupled data memory;
» JTAG debug access.

* alocal AHB with:
« communications controller connected to CommunicestiNoC;

* DMA controller & interface to the System NoC;
* timer/counter and interrupt controller.

3.2 ARM968 subsystem organisation

JTAG Comms NoC
ITcm Communications
CCClk
32KB ~jARMCHK Controller ~
ARM968E-S
AHB S
DTCM N
ARM IRQ/FIQ
64KB
] AHBCIk
| A -t | O
) TClk
AHBCK __ AHBCIK AHB1 Timer / Counter
AHB2
AHBC
ARMCIk r I
ccclk
s AHB M ‘ ‘AHB s >
CpucClk Clock  |-2HBCk »  Interrupt
(~200MHz) BufiGen |22ack Controller
DMACIk DMA
Controller
DMACIk
e
AXICI | AXI Master
System NoC IRQ

3.3 Memory Map

The memory map of the ARM968 spans a number ofcdsvand buses. The tightly-couplec
memories are directly connected to the processraanessible at the processor clock speed. £
other parts of the memory map are visible via théBAmaster interface, which runs at the ful
processor clock rate. This gives direct access he tegisters of the DMA controller,
communications controller and the timer/interrupintcoller. In addition, a path is available
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through the DMA controller onto the System NoC whjrovides processor access to all memory
resources on the System NoC. The memory map iseteéis follows:

/1 ARMP68 | ocal nenories

#defi ne | TCM START ADDRESS
#defi ne DTCM_START_ADDRESS

/1 Local peripherals -

0x00000000
0x00400000

unbuffered wite

instruction menory
data nenory

#defi ne COMM _CTL_START_ADDRESS U 0x10000000 // Communi cations Controller
#defi ne CTR_TI M _START_ADDRESS U 0x11000000 // Counter-Ti ner
#define VI C_START_ADDRESS_U O0x1f 000000 // vectored interrupt controller

/1 Local peripherals - buffered wite

#defi ne COWM CTL_START_ADDRESS B 0x20000000 // Communications Controller
#defi ne CTR TI M START_ADDRESS B 0x21000000 // Counter-Ti mer

#defi ne VI C_START_ADDRESS B 0x2f 000000 // vectored interrupt controller
// DVA controller

#defi ne DVA_CTL_START_ADDRESS U 0x30000000 // DMA controller - unbuffered
#defi ne DMA_CTL_START_ADDRESS B 0x40000000 // DWVA controller - buffered
/] Unall ocat ed; causes bus error 0x50000000 Ox5fffffff

/1 SDRAM

#defi ne SDRAM START_ADDRESS U 0x60000000 // SDRAM - buffered

#defi ne SDRAM START_ADDRESS B 0x70000000 // SDRAM - unbuffered

/] Unall ocat ed; causes bus error 0x80000000 Oxdf ffffff

/1 System NoC peripherals -

buffered wite

#defi ne PL340_APB _START_ADDRESS B 0xe0000000 // PL340 APB port

#defi ne RTR_CONFI G_START_ADDRESS B 0xel1000000 // Router configuration
#defi ne SYS_CTL_START_ADDRESS B 0xe2000000 // System Controll er
#defi ne WATCHDOG_START_ADDRESS B 0xe3000000 // Watchdog Ti mer

#defi ne ETH CTL_START_ADDRESS B 0xe4000000 // Ethernet Controller
#defi ne SYS_RAM START_ADDRESS B 0xe5000000 // System RAM

#defi ne SYS_ROM START_ADDRESS B 0xe6000000 // System ROM

/1 Unal | ocat ed; causes bus error 0xe7000000 Oxefffffff

/] System NoC peripherals -
#defi ne PL340_APB_START ADDRESS U
#defi ne RTR_CONFI G_START_ADDRESS U
#defi ne SYS_CTL_START_ADDRESS U
#defi ne WATCHDOG_START_ADDRESS U
#defi ne ETH_CTL_START_ADDRESS U

unbuffered wite

0xf 0000000
0xf 1000000
0xf 2000000
0xf 3000000
0xf 4000000

~ — e~~~
~ N~~~

PL340 APB port

Rout er configuration
System Controll er

Wat chdog Ti ner

Et hernet Controll er

#defi ne SYS_RAM START_ADDRESS_U 0xf 5000000 Syst em RAM
#defi ne SYS_ROM START_ADDRESS U 0xf 6000000 Syst em ROM
/1 Unal | ocat ed; causes bus error Oxf 7000000 - Oxfeffffff

/! Boot area and VIC

Oxf f 000000 // Boot area
Oxffff0000 // high vectors (for boot)
OxfffffO0OO // vectored interrupt controller

#defi ne BOOT_START_ADDRESS
#defi ne H _VECTORS
#defi ne VI C_START_ADDRESS H

The areas shown against a yellow background aresaitde only by their local ARM968
processor, not by a DMA controller nor by Nearesiglibour packets via the Router (though of
course the DMA controller can see the ITCM and DT@das through its second port, as these are
the source/destination for DMA transfers). The Di@troller and Nearest Neighbour packets see
the System RAM repeated across the bottom 16Mhnftéise address space from 0x00000000 to
OxOQOffffff; the remainder of the yellow areas giwedefined results and should not be addressed.

The ARM968 is configured to use high vectors afeset (to use the vectors in the Boot area), but
then switched to low vectors once the ITCM is eedldnd initialised.

The vectored interrupt controller (VIC) has to keQafffff000 to enable efficient access to its
vector registers.

All other peripherals start at a base address dhatbe formed with a single MOV immediate
instruction.

10
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4. ARM 968

The ARM968 (with its associated tightly-coupledtinstion and data memories) forms the cor
processing resource in SpiNNaker.

4.1 Features

* ARMO9TDMI processor supporting the ARMV5TE archiigre.
» 32 Kbyte tightly-coupled instruction memory (I-RAM).

* 64 Kbyte tightly-coupled data memory (D-RAM).

« AHB interface to external system.

» JTAG-controlled debug access.

» support for Thumb and signal processing instrunstio

* low-power halt and wait for interrupt function.

4.2 Organization
See ARM DDI 0311C — the ARM968E-S datasheet.

4.3 Fault-tolerance

Fault insertion
* ARM9TDMI can be disabled.
« Software can corrupt I-RAM and D-RAM to model seftors.

Fault detection
* A chip-wide watchdog timer catches runaway sofavar
» Self-test routines, run at start-up and duringmadroperation, can detect faults.

Fault isolation
* The ARM968 unit can be disabled from the Systemt@dier.
» Defective locations in the I-RAM and D-RAM can bmapped out of use by software.

Reconfiguration
» Software will avoid using defective I-RAM and D-RAlocations.

« Functionality will migrate to an alternative Prgser in the case of permanent faults that g
beyond the failure of one or two memory locations.

11
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5. Vectored interrupt controller

Each processor node on an SpiNNaker chip has aregcinterrupt controller (VIC) that is used to
enable and disable interrupts from various souraed, to wake the processor from sleep mode
when required. The interrupt controller providestcaised management of IRQ and FIQ sources,
and offers an efficient indication of the activeiszes for IRQ vectoring purposes.

The VIC is the ARM PL190, described in ARM DDI 0181

5.1 Features

e manages the various interrupt sources to each pocaessor.
 individual interrupt enables.
e routing to FIQ and/or IRQ,
« there will normally be only one FIQ source: e.@ Bx ready, or a specific packet-type received.
» acentral interrupt status view.
e avector to the respective IRQ handler.
e programmable IRQ priority.
* interrupt sources:
« Communication Controller flow-control interrupts;
» DMA complete/error/timeout;
e Timer 1 & 2 interrupts;

« interrupt from another processor on the chip (ligtthe Monitor processor), set via a register in
the System Controller;

» packet-error interrupt from the Router;

» system fault interrupt;

* Ethernet controller;

* off-chip signals;

» 32kHz slow system clock;

» software interrupt, for downgrading FIQ to IRQ.

5.2 Register summary
Base address: 0x2f000000 (buffered write), 0x1f0000 (unbuffered write), Oxfffff000 (high).

User registers
The following registers allow normal user programgof the VIC:

Name Offset R/W Function
r0: VICirgStatus 0x00 R IRQ status register
rl: VICfigStatus 0x04 R FIQ status register
r2: VICrawInt 0x08 R raw interrupt status register
r3: VICintSel 0x0C R/W interrupt select register
r4: VICintEnable 0x10 R/W  interrupt enable register

12
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Name Offset R/W Function
r5: VICintEnClear 0x14 w interrupt enable clear register
ré: VICsoftint 0x18 R/W  soft interrupt register
r7: VICsoftIntClear 0x1C w soft interrupt clear register
r8: VICprotection 0x20 R/W  protection register
r9: VICvectAddr 0x30 R/W  vector address register
r10: ViICdefVectAddr  0x34 R/W  default vector address register
VICvectAddr[15:0]  0x100-13c R/W  vector address registers
VICvectCtrl[15:0] 0x200-23c  R/W  vector control registers

ID registers
In addition, there are test ID registers that wilt normally be of interest to the programmer:

Name Offset R/W Function

VICPeriphlDO-3 OXFEO-C R Timer peripheral ID byte registers

VICPCIDO-3 OxFFO-C R Timer Prime Cell ID byte registers

See the VIC Technical Reference Manual ARM DDI (B8fbr further details of the ID registers.

5.3 Register details
r0: IRQ status

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

IRQ status

00000OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

This read-only register yields the set of activ@IRRquests (after masking).

rl: FIQ status

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

FIQ status

00000OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

This read-only register yields the set of activ® Féquests (after masking).

13
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r2: raw interrupt status

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

interrupt request status

This read-only register yields the set of actiauininterrupt requests (before any masking).

r3: interrupt select

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

interrupt select

00000OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

This register selects for each of the 32 interinptits whether it gets sent to IRQ (0) or FIQ (1).
The reset state is not specified (though is prob@P); all interrupts are disabled by r4 at reset

r4: interrupt enable register

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

interrupt enables

00000OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

This register disables (0) or enables (1) eachhef32 interrupt inputs. Writing a ‘1’ sets the
corresponding bit in r4; writing a ‘0’ has no effelmterrupts are all disabled at reset.

r5: interrupt enable clear

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

interrupt enable clear

This write-only register selectively clears intgatenable bits in r4. A ‘1’ clears the correspomdin
bit in r4; a ‘0’ has no effect.

r6: soft interrupt register

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

soft interrupt register

00000O0OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

This register enables software to force interruyputs to appear high (before masking). A ‘1’
written to any bit location will force the correspting interrupt input to be active; writing a ‘Caé
no effect. The reset state for these bits is unfpdcthough probably ‘0'?
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r7: soft interrupt register clear

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

soft interrupt register clear

This write-only register selectively clears sofeimupt bits in r6. A ‘1’ clears the correspondinig
in r6; a ‘0’ has no effect.

r8: protection

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2

reset:

If the P bit is set VIC registers can only be aseésin a privileged mode; if it is clear then Use
mode code can access the registers.

r9: vector address

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

vector address

This register contains the address of the curreattive interrupt service routine (ISR). It must b
read at the start of the ISR, and written at thet @frthe ISR to signal that the priority logic skabu
update to the next priority interrupt. Its statbdwing reset is undefined.

r10: default vector address

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

default vector address

The default vector address is used by the 16 inpésrthat are not vectored. Its state followingetes
is undefined.

vector address [15:0]

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2

vector address

The vector address is the address of the ISR afalexted interrupt source. Their state followin
reset is undefined.

vector control [15:0]

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

E Source

reset: 00O0OOO

The interrupt source is selected by bits[4:0], whahoose one of the 32 interrupt inputs. Th
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interrupt can be enabled (E = 1) or disabled (E)=t0is disabled following reset. The highest
priority interrupt uses vector address [0] at dff®e100 and vector control [0] at offset 0x200, and
then successively reduced priority is given to eeeiddresses [1], [2], ... and vector controls [1],
[2], ... at successively higher offset addresses.

5.4 Interrupt sources

19 of the 32 interrupt sources are local to the@ssor (and are coloured yellow in the table below)
and 13 are from chip-wide sources (which will nollsnee enabled only in the Monitor Processor).

# Name Function

0 Watchdog Watchdog timer interrupt

1 Software int used only for local software interrupt generation

2 Comms Rx the debug communications receiver interrupt

3 Comms Tx the debug communications transmitter interrupt

4 Timer 1 Local counter/timer interrupt 1

5 Timer 2 Local counter/timer interrupt 2

6 CC Rx ready Local comms controller packet received

7 CC Rx parity error  Local comms controller received packet parity error
8 CC Rx framing error Local comms controller received packet framing error
9 CC Tx full Local comms controller transmit buffer full

10 CC Tx overflow Local comms controller transmit buffer overflow

11  CC Tx empty Local comms controller transmit buffer empty

12 DMA done Local DMA controller transfer complete

13  DMA error Local DMA controller error

14  DMA timeout Local DMA controller transfer timed out

15  Router diagnostics Router diagnostic counter event has occurred

16  Router dump Router packet dumped - indicates failed delivery

17 Router error Router error - packet parity, framing, or time stamp efror
18 SysCtlint System Controller interrupt bit set for this processor

19 Ethernet Tx Ethernet transmit frame interrupt

20  Ethernet Rx Ethernet receive frame interrupt

21 Ethernet PHY Ethernet PHY/external interrupt

22  Slow Timer System-wide slow (nominally 32 KHz) timer interrupt

23 CC Tx not full Local comms controller can accept new Tx packet

24 CC MC Rx int Local comms controller multicast packet received
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25 CCP2P Rxint Local comms controller point-to-point packet received
26 CC NN Rx int Local comms controller nearest neighbour packet receiv
27 CCFRRxint Local comms controller fixed route packet received
28  Int[O] External interrupt request O
29 Int[1] External interrupt request 1
30 GPIO[8] Signal on GPIO[8]
31  GPIO[9] Signal on GPIO[9]

5.5 Fault-tolerance

Fault insertion
It is fairly easy to mess up vector locations, eméhke interrupt sources.

Fault detection
A failed vector location effectively causes a jutopa random location; this would be messy!

Fault isolation
Failed vector locations can be removed from service

Reconfiguration

A failed vector location can be removed from sez\jprovided there are enough vector locatio
available without it). Alternatively, the entireater system could be shut down and interrupts r
by software inspection of the IRQ and FIQ statugsters.
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6. Counter/timer

Each processor node on a SpiNNaker chip has aedtimier.

The counter/timers use the standard AMBA periphéeaice described on page 4-24 of the AMBA
Design Kit Technical Reference Manual ARM DDI 0243”ebruary 2003. The peripheral has
been madified only in that the APB interface of trginal has been replaced by an AHB interface
for direct connection to the ARM968 AHB bus.

6.1 Features

» the counter/timer unit provides two independeninters, for example for:
» millisecond interrupts for real-time dynamics.

» free-running and periodic counting modes:
» automatic reload for precise periodic timing;
» one-shot and wrapping count modes.

 the counter clock (which runs at the processarkcfeequency) may be pre-scaled by dividing by 1,
16 or 256.

6.2 Register summary
Base address: 0x21000000 (buffered write), 0x110@@W(unbuffered write).

User registers
The following registers allow normal user programgnof the counter/timers:

Name Offset R/W Function
r0: Timerlload 0x00 R/W  Load value for Timer 1
rl: Timerlvalue 0x04 R Current value of Timer 1
r2: TimerlCtl 0x08 R/W  Timer 1 control
r3: TimerlintClr 0x0C w Timer 1 interrupt clear
r4: TimerlRIS 0x10 R Timer 1 raw interrupt status
r5: TimerlMIS 0x14 R Timer 1 masked interrupt status
ré: TimerlBGload 0x18 R/W  Background load value for Timer 1
r8: Timer2load 0x20 R/W  Load value for Timer 2
r9: Timer2value 0x24 R Current value of Timer 2
r10: Timer2Cil 0x28 R/W  Timer 2control
r1l: Timer2IntClr 0x2C w Timer 2interrupt clear
rl2: Timer2RIS 0x30 R Timer 2raw interrupt status
r13: Timer2MIS 0x34 R Timer 2masked interrupt status
rl4: Timer2BGload  0x38 R/W  Background load value for Timer 2
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Test and ID registers
In addition, there are test and ID registers th#itnet normally be of interest to the programmer:
Name Offset R/W Function
TimerITCR OxF00 R/W  Timer integration test control register
TimerITOP OxF04 w Timer integration test output set register

TimerPeriphlD0-3  OxFEO-C R Timer peripheral ID byte registers

TimerPCIDO-3 OxFFO-C R Timer Prime Cell ID byte registers

See AMBA Design Kit Technical Reference Manual ARNDI 0243A, February 2003, for further
details of the test and ID registers.

6.3 Register details
As both timers have the same register layout tlaeyboth be described as follows (X = 1 or 2):

ro/8: Timer X load value

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Load value for TimerX

00000OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

When written, the 32-bit value is loaded immediatigito the counter, which then counts dow
from the loaded value. The background load val6é&Ld) is an alternative view of this registe
which is loaded into the counter only when the d¢eunext reaches zero.

r1/9: Current value of Timer X

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

TimerX current count

111211111111111111111111111111111

This read-only register yields the current courtigdor Timer X.

r2/10: Timer X control

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

E|M|I Pre| S| O

reset: 0 01 0 00O

The shaded fields should be written as zero anduadefined on read. The functions of the
remaining fields are described in the table below:

Name bits R/W Function

E: Enable 7 R/W  enable counter/timer (1 = enabled)
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= § Name bits RIW Function
é% M: Mode 6 R/W 0 = free-running; 1 = periodic
I: Int enable 5 R/W  enable interrupt (1 = enabled)
Pre: TimerPre 3:2 R/W  divide input clock by 1 (00), 16 (01), 256 (10)
S: Timer size 1 R/IW 0 =16 bit, 1 = 32 bit
O: One shot 0 R/W 0= wrapping mode, 1 = one shot

r3/11: Timer X interrupt clear

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Any write to this address will clear the interruptjuest.

r4/12: Timer X raw interrupt status

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

reset:

Bit zero yields the raw (unmasked) interrupt reqeéstus of this counter/timer.

r5/13: Timer X masked interrupt status

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

reset: 0

Bit zero yields the masked interrupt status of tusnter/timer.

r6/14: Timer X background load value

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Background load value for TimerX

00000O0OO0OOOOOOOODOOODOODODOOOOOOOOOOOODO

The 32-bit value written to this register will eabled into the counter when it next counts down to
zero. Reading this register will yield the sameueads reading register 0/8.
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6.4 Fault-tolerance

Fault insertion
Disabling a counter (by clearing the E bit in imtrol register) will cause it to fail in its funion.

Fault detection
Use the second counter/timer with a longer perochieck the calibration of the first?

Fault isolation
Disable the counter/timer with the E bit in the tohregister; disable its interrupt output; disabl
the interrupt in the interrupt controller.

Reconfiguration
If one counter fails then a system that requirdg one counter can use the other one.
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7. DMA controller

Each ARM968 processing subsystem includes a DMArotiar. The DMA controller is primarily
used for transferring inter-neural connection deden the SDRAM in large blocks in response to
an input event arriving at a fascicle processod fm returning updated connection data during
learning. In addition, the DMA controller can trégrsdata to/from other targets on the System NoC
such as the System RAM and Boot ROM.

As a secondary function the DMA controller incorgtes a ‘Bridge’ across which its host ARM968
has direct read and write access to System NoQe®vincluding the SDRAM. The ARM968 can
use the Bridge whether or not DMA transfers arévact

7.1 Features

« DMA engine supporting parallel operations:
 DMA transfers;
+ direct pass-through requests from the ARM968;
 dual buffers supporting simultaneous direct and/Atvansfers.
» Support for CRC error control in transferred bleck
 Interrupt-driven or polled DMA completion naotifitan:
« DMA complete interrupt signal;
 various DMA error interrupt signals;
+ DMA time-out interrupt signal.
» Parameterisable buffer sizes.
» Direct and DMA request queueing.

7.2 Using the DMA controller

There are 2 types of requests for DMA controlleviees. DMA transfers are initiated by writing to
control registers in the controller, executed ie thackground, and signal an interrupt when
complete. Bridge transfers occur when the ARM atés a request directly to the needed device or
service. The DMA controller fulfills these requestsnsparently, the host processor retaining full
control of the transfer. Invisible to the user, tontroller may buffer the data from write requests
for more efficient bus management. If an error os@n such a buffered write the DMA controller
can signal an error interrupt.

The controller acts as a Bridge between the AHBdiuthe ARM AHB slave interface and the AXI
interface on the system NoC, performing the reguaddress and control resequencing (stripping
addresses from non-first beats of a burst), dat& finanagement and request arbitration. The
arbiter prioritises requests in the following order

1. Bridge reads,
2. Bridge writes,
3. DMA burst requests.

No request can gain access to the AXI interfacé any active burst transaction on the interface
has completed. Read requests while a DMA transfém progress require special handling. The
read must wait until any active request has coragleand therefore a Bridge read could stall the
processor and AHB slave bus for many cycles. It if buffered writes exist, potential data
coherency conflicts exist. The recommended proeduior the ARM processor to interrogate the
WB active (A) bit in the DMA Status register (STABgfore requesting a Bridge read.

To initiate a DMA transfer, the ARM must write toet following registers in the DMA controller:
System Address (ADRS), TCM Address (ADRT), and Bigsion (DESC). The order of writing of
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the first two register operations is not importamit the Description write must be the last as
commits the DMA transfer. The processor may alsooplly write the CRC and Global Control
(GCTL) registers to set up additional parametefse Expected model, however, is that thes
registers are updated infrequently, perhaps onte @fter power-up. The processor may read fro
any register at any time. The processor may hameeimum of 2 submitted DMA requests of
which only one will be active. When the transfeege is empty (as indicated by the Q bit in th
Status (STAT) register), the processor may queoéhan request.

Accesses to DMA Controller registers are restrictedprograms running on the ARM968 in
privileged (i.e. non-user) modes. Attempts to asthese registers in user mode will resultin a b
error.

An attempt to write register rl to r3 when the cqgefull will result in a bus error.
Any access (read or write) to a non-existent regisill result in a bus error.

Non-word-aligned addresses and byte and half-wocdsses will result in a bus error.

7.3 Register summary
Base address: 0x40000000 (buffered write), 0x300@@W0(unbuffered write).

Name Offset R/W Function
rO: unused 0x00
rl: ADRS 0x04 R/W  DMA address on the system interface
r2: ADRT 0x08 R/W  DMA address on the TCM interface
r3: DESC 0x0C R/W  DMA transfer description
r4: CTRL 0x10 R/W  Control DMA transfer
r5: STAT 0x14 R Status of DMA and other transfers
ré: GCTL 0x18 R/W  Control of the DMA device
r7: CRCC 0x1C R CRC value calculated by CRC block
r8: CRCR 0x20 R CRC value in received block
r9: TMTV 0x24 R/W  Timeout value
r10: StatsCtl 0x28 R/W  Statistics counters control
r16-23: StatsO-7 0x40-5C R Statistics counters
ré4: unused 0x100
r65: AD2S 0x104 R Active system address
r66: AD2T 0x108 R Active TCM address
r67: DES2 0x10C R Active transfer description
r96-r127 0x180-1FC ~ R/W  CRC polynomial matrix
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7.4 Register details
rO: unused

rl: ADRS - System Address.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

System Address 00

00000OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

The 32-bit start byte address on the system irderf&ote that a read is considered a data
movement from a source on the system bus to andéisih on the TCM bus. DMA transfers are
word-aligned, so bits[1:0] are fixed at zero.

r2: ADRT - TCM Address.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

TCM Address 00

00000OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

The 32-bit start address on the TCM interface.

r3: DESC - DMA transfer description.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Transfer ID PPW burst| C [ Length 00

0000O0O0OOOOOOOODO 00000O0O0OOOOOOOOOOODO

The function of these fields is described in tHe#ddelow:

Name bits R/W Function
Transfer 1D 31:26 R/W  software defined transfer ID
P: Privilege 25 R/W  DMA transfer mode is user (0) or privileged (L)
W: Width 24 R/W  transfer width is word (0) or double-word (1)
Burst 2321 RIW  purst length =2 x Width, B =0..4 (i.e max 16
C: CRC 20 R/W  check (read) or generate (write) CRC
D: Direction 19 R/W  read from (0) or write to (1) system bus
Length 16:2 R/W  length of the DMA transfer, in words

The TCM as currently implemented has a size of 64&$ (for the data TCM). A DMA transfer
must of necessity either take as a source or @désn the TCM, justifying this restriction. DMA
transfers are word-aligned, so bits[1:0] are fiatdero.

The Burst length defines the unit of transfer (iorés or double-words, depending on W) across the
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System NoC. Longer bursts will in general make melfficient use of the available SDRAM
bandwidth.

Note that the Lengthxcludesthe 32-bit CRC word, if CRC is used.

Writing to this register automatically commits artsfer as defined by the values in r1-r3.

r4: CTRL - Control Register

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

W|T|D|R|A|U

reset: 00O0O0OO

The functions of these fields are described intdvde below:

Name bits R/W Function
W: clear WB Int 5 R/W  clear Write Buffer interrupt request
T: clear Timeout Int 4 R/W  clear Timeout interrupt request
D: clear Done Int 3 R/W  clear Done interrupt request
R: Restart 2 R/W  resume transfer (clears DMA errors)
A: Abort 1 R/W  end current transfer and discard data
U: Uncommit 0 R/W  setting this bit uncommits a queued transfer

These bits can only be set to 1 by the user, thapat be reset. Writing a 0 has no effect. Thely w
clear automatically once they have taken effectchvtvill be at the next safe opportunity, typicall
between transfer bursts.

r5: STAT - Status Register.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

processor ID Condition Codes AIF|IQIP|T

hardwired proc 1D 00000O0OOOOOO 00O0O0OO

The functions of these fields are described intdvde below:

Name bits R/W Function
processor ID 31:24 R hardwired processor ID identifies CPU on chip
Condition Codes  20:10 R DMA condition codes
A: WB active 4 R write buffer is not empty
F: WB full 3 R write buffer is full
Q: Queue full 2 R DMA transfer is queued - registers are full
P: Paused 1 R DMA transfer is PAUSED
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Name bits R/W Function

T: Transferring 0 R DMA transfer in progress

The condition codes are defined as follows:

Name bits R/W Function
Write buff error 20 R a buffered write transfer has failed
TBD 19:18 R not yet allocated
Soft reset 17 R a soft reset of the DMA controller has happened
User abort 16 R the user has aborted the transfer (via r4)
AXI error 15 R the AXI interface has signalled a transfer error
TCM error 14 R the TCM AHB interface has signalled an error
CRC error 13 R the calculated and received CRCs differ
Timeout 12 R a burst transfer has not completed in time
2nd transfer done 11 R 2nd DMA transfer has completed without error
Transfer done 10 R a DMA transfer has completed without error

When a DMA error occurs the corresponding conditomdle flag is set, the DMA engine is
PAUSED (bit[1]) and the current transfer is ternt@th A queued transfer remains in the queue but
is not started. A new transfer can be committetief queue is empty, but it will not start until the
DMA controller is brought out of PAUSE. AD2S, AD2and DES2 (r65-67) contain information
about the failed transfer and can be used to disgtiee problem. A restart command (r4 bit[2]) is
required to bring the DMA controller out of PAUSEhis will clear the error codes [16:13] and
restart DMA operation. The terminated transfer nhestrestarted explicitly by software if this is
required.

A soft reset will set bit[17], clear the transfaregie and take the DMA controller into the IDLE
state. The DMA controller is not PAUSED, and newnsfers can be committed and start
immediately. A restart command (r4 bit[2]) is remai to clear the soft reset flag [17] - starting a
new transfer does NOT clear it.

Timeout [12] and Write Buffer error [20] have exgiliclears in CTRL.

The two transfer done bits [11:10] count up throtlglhsequence 00 -> 01 -> 11 as DMA transfers
complete, and count down through the reverse segughen a 1 is written to CTRL[3]. As a result
of this coding, Transfer Done [10] can be readrabcating that at least one DMA transfer has
completed, and a second completed transfer caatidd by inspecting bit[11] in software or left
to be handled by a subsequent Transfer Done ipterru
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r6: GCTL - Global Control
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
T Interrupt enables B
0 00000O0O0OOOO0O 0

The functions of these fields are described intdtde below:

Name bits R/W Function

T: Timer 31 R/W  system-wide slow timer status and clear
Interrupt enables  20:10 R/W  respective interrupt enables for the r5 conditigns

B: Bridge buffer 0 R/W  enable Bridge write buffer

The DMA controller passes four interrupt requestd to the VIC:

» dmac_done: the logical OR of GCTL[11:10] & STAT[10]
* dmac_timeout: GCTL[12] & STAT[12]

» dmac_error: the logical OR of GCTL[20:13] & STATZA3]
» system-wide slow (nominally 32 KHz) timer intertup

Note that write buffer errors and timeout errorsNIOT stop the DMA engine nor the transfer i
progress.

The system-wide slow timer is a clock signal treis $it[31] on every rising edge, thereby raisin Z
an interrupt request to the VIC, and is cleareaviiting a O to bit[31]. Writing a 1 to bit[31] has
effect.

r7: CRCC - Calculated CRC

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

CRC_value (calculated)

00000OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

This is the 32-bit CRC value calculated by the DRIRC unit.

r8: CRCR - Received CRC

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

CRC_value (received)

00000OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

This is the 32-bit CRC value read in the block afadloaded by a DMA transfer.
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r9: TMTV - Timeout value

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

\Y 00000

reset: 00O0OOOOOO0ODO

This is a 10-bit counter value used to determinewthe DMA controller should timeout on an
attempted transfer burst. The count units are ctyckes. When TMTV = 0 the timeout counter is
disabled. Note that a timeout will not stop thensfer.

r10: StatsCtl - Statistics counters control

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

reset:

E, bit[O], enables the statistics counters (r16-23)
Writing ‘1’ to C, bit[1], zeroes the statistics aters. Writing a ‘0’ has no effect. Bit[1] always
reads ‘0.

r16-23: StatsO-7 - Statistics counters

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Count0-7

reset: 0000O0OO0OOOOOOOOOODO

These eight 16-bit counter registers record stediselating to the latency of DMA transations
across the System NoC. CountO records the numbeamdactions that complete in 0-127 clock
cycles, Countl 128-255 clock cycles, and so onajdount7 which counts transactions that

complete in 896+ clock cycles.

The counters are enabled and cleared via r10.

r65-67: Active DMA transfer registers

These registers are not directly written. Theyewflthe state of the active DMA transfer, with
AD2S and AD2T holding the respective System and T&Mresses to be used in the next burst of
the transfer, and DES2 holding the descriptiorhefttansfer in progress (the remaining length, ID,

burst size, and direction).

r96-127: CRC polynomial matrix

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

CRC_polynomial row[31:0]

The CRC hardware is highly programmable and candeel in a number of ways to detect, and
possibly correct, errors in blocks of data tranmsféiby the DMA controller between the ARM968

DTCM and the off-chip SDRAM.
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For example, to use the Ethernet 32-bit CRC wittyqpmmial 0x04C11DB?7, the following 32
hexadecimal values should be programmed into r98-12

FB808B20, 7DC04590, BEE022C8, 5F701164, 2FB808B2, 97DC0459, BO6E890C, 58374486,
AC1BA243, AD8SD5A01, AD462620, 56A31310, 2B518988, 95A8CAC4, CAD46262, 656A3131,
493593B8, 249ACODC, 924D64EE, (C926B277, 9F13D21B, B409622D, 21843A36, 90C21D1B,
33E185AD, 627049F6, 313824FB, E31C995D, 8AOEC78E, C50763C7, 19033AC3, F7011641.

The CRC unit is configurable to use a differentl@2polynomial, a different polynomial length,
and a different data word length. For exampleait be configured to compute CRC16 separate
for each half-word of the data stream. A Matlabgoaon can be used to determine the approprig
polynomial matrix values.

7.5 Fault-tolerance

Fault insertion

Software can introduce errors in data blocks in 8DRwhich should be trapped by the CRC
hardware.

Fault detection
The CRC unit can detect errors in the data trareddsy the DMA controller.

The DMA controller will time-out if a transactioakes too long.

Fault isolation

The DMA Controller is mission-critical to the loc@rocessing subsystem, so if it fails the ©
subsystem should be disabled and isolated.

Reconfiguration

The local processing subsystem is shut down anfiiitstions migrated to another subsystem on=_
this or another chip. It should be possible to vecall of the subsystem state and to migrateat,
the SDRAM, to a functional alternative.
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Each processor node on SpiNNaker includes a contatioims controller which is responsible for
generating and receiving packets to and from timenconications network.

8.1 Features
* Support for 4 packet types:
« multicast (MC) neural event packets routed bywap®vided at the source;
* point-to-point (P2P) packets routed by destinatiddress;
» nearest-neighbour (NN) packets routed by arriwat;p
« fixed-route (FR) packets routed by the contenta tégister.
» Packets are either 40 or 72 bits long. The lopgekets carry a 32-bit payload.
e 2-bit time stamp (used by Routers to trap errackpts).
» Parity (to detect some corrupt packets).

8.2 Packet formats

Neural event multicast (MC) packets (type 0)
Neural event packets include a control byte an@-&iBrouting key inserted by the source. In
addition they may include an optional 32-bit pagoa

8 bits 32 bits 32 bits

control routing key optional payload

The 8-bit control field includes packet type (bit§] = 00 for multicast packets), emergency
routing and time stamp information, a payload iatbe, and error detection (parity) information:

7 6 5 4 3 2 1 0

0 0 emergency routing time stamp payload parity

Point-to-point (P2P) packets (type 1)
Point-to-point packets include 16-bit source ansdtidation chip IDs, plus a control byte and an
optional 32-bit payload:

8 bits 16 bits 16 bits 32 bits

control source 1D destination ID optional payload

Here the 8-bit control field includes packet typ@q[7:6] = 01 for P2P packets), a sequence code,
time stamp, a payload indicator and error detedjamity) information:

7 6 5 4 3 2 1 0

0 1 seq code time stamp payload parity
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Nearest-neighbour (NN) packets (type 2)
Nearest-neighbour packets include a 32-bit addsessperation field, plus a control byte and a
optional 32-bit payload:
8 bits 32 bits 32 bits
control address/operation optional payload

Here the 8-bit control field includes packet typ&q[7:6] = 10 for NN packets), a ‘peek/poke’ o
‘normal’ type indicator (T), routing information, @ayload indicator and error detection (parit

information:
7 6 5 4 3 2 1 0
1 0 T route payload parity

Fixed-Route (FR) packets (type 3)

Fixed-route packets include a 32-bit payload figdtlis a control byte and an optional 32-bi
payload extension:

8 bits 32 bits 32 bits

control payload optional payload extension

Here the 8-bit control field includes packet typaq[7:6] = 11 for FR packets), emergency routin
and time stamp information, a payload indicatod arror detection (parity) information:

7 6 5 4 3 2 1 0

1 1 emergency routing time stamp payload parity

8.3 Control byte summary

The various fields in the control bytes of the eliéint packet types are summarised below:

Field Name bits Function
parity 0 parity of complete packet (including payload when used)
payload 1 data payload (1) or no data payload (0)
time stamp 32 phase marker indicating time packet was launched
seq code 54  P2P only: sequence code, software defined

emergency routing 54  MC & FR: used to control routing around a failed link
route 4:2 NN only: information for the Router

T: NN packet type 5 NN only: packet type - normal (0) or peek/poke (1)
packet type 7.6 =00 for MC; = 01 for P2P; = 10 for NN; = 11 for FR
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ég The complete packet (including the data payloadreviised) will have odd parity.
=

data
Indicates whether the packet has a 32-bit dateopdy(= 1) or not (= 0).

time stamp

The system has a global time phase that cycleughr®0 -> 01 -> 11 -> 10 -> 00. Global
synchronisation must be accurate to within one fiim&se (the duration of which is programmable
and may be dynamically variable). A packet is ldwgttwith a time stamp equal to the current time
phase, and if a Router finds a packet that is tme phases old (time now XOR time launched =
11) it will drop it to the local Monitor Processdrhe time stamp is inserted by the local Router if
the route field in SAR (see ‘Register details’ agp 33) is 111, which is the normal case, so the
Communication Controller need do nothing here.ARSholds a different value in the route field
the time stamp from TCR is used.

seq code

P2P packets may use these bits (under softwareotottt indicate the sequence of data payloads,
or for other purposes.

emergency routing
MC & FR packets use these bits to control emergeogting around a failed or congested link:

e 00 -> normal packet;

» 01 -> the packet has been redirected by the pueviRouter through an emergency route along
with a normal copy of the packet. The receiving feoshould treat this as a combined normal
plus emergency packet.

» 10 -> the packet has been redirected by the pusvRouter through an emergency route which
would not be used for a normal packet.

« 11 -> this emergency packet is reverting to itema route.

route

These bits are set at packet launch to the valef@sed in the control register. They enable a packe
to be directed to a particular neighbour (0 - 5paolcast to all or a subset (as defined in the €tout
r33 ‘NN broadcast’ bits - see ‘r33: fixed-route gatrouting’ on page 49) of neighbours (6), or to
the local Monitor Processor (7).

T (NN packet type)
This bit specifies whether an NN packet is ‘norms# that it is delivered to the Monitor Processor

on the neighbouring chip(s), or ‘peek/poke’, sottparforms a read or write access to the
neighbouring chip’s System NoC resource.

packet type

These bits indicate whether the packet is a musiti¢@0), point-to-point (01), nearest-neighbour
(10) or fixed-route (11) packet.

8.4 Debug access to neighbouring devices

The ‘peek’ and ‘poke’ mechanism gives access to $lystem NoC address space on any
neighbouring device without processor interventam that chip. To read a word, include its
address in a ‘peek/poke’ nearest neighbour packgiud (i.e. with the T bit set). Only word

addresses are permitted. The absence of a payldazhtes that a read (‘peek’) is required. This
would normally be done by a Monitor Processor alttg in principle, any processor can output
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this packet.

The target device performs the appropriate acae$sedurns a response on the corresponding li
input. This is delivered to the processor desighate Monitor Processor in the local router. T
response is a ‘normal’ NN packet which carriesrdfguested word as payload. The address field
also returned for identification purposes with ib&st significant bit set to indicate a responBé.
1 of the address will also be set if the accessexha bus error.

Writing (‘poke’) is similar; including a payload ithe outgoing packet causes that word to
written. A payload-less response packet is retumieidh will indicate the error status.

8.5 Register summary
Base address: 0x20000000 (buffered write), 0x100@@W(unbuffered write).

Name Offset R/W Function

r0: TCR (Tx control) 0x00  R/W  Controls packet transmission

rl: TDR (Tx data) 0x04 W 32-bit data for transmission

r2: TKR (Tx key) 0x08 W Send MC key/P2P dest ID & seq code

r3: RSR (Rx status) 0x0C  R/W Indicates packet reception status

r4: RDR (Rx data) 0x10 R 32-bit received data

r5: RKR (Rx key) 0x14 R Received MC key/P2P source ID & seq code
ré: SAR (Source addr) 0x18 R/W  P2P source address

r7: TSTR (test) 0x1C  R/W Used for test purposes

A packet will contain a data payload if r1 is weittbefore r2; this can be performed using an AR
STM instruction.

8.6 Register details
rO: TCR - transmit control

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

E|FIO|N control byte

1001 000O0O0OOO0ODO

The functions of these fields are described intéltsde below:

Name bits R/W Function
E: empty 31 R Tx buffer empty
F: full 30 R/W  Tx buffer full (sticky)
O: overrun 29 R/W  Tx buffer overrun (sticky)
N: not full 28 R Tx buffer not full, so it is safe to send a packet
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Name bits R/W Function

control byte 23:16 w control byte of next sent packet

The parity field in the control byte will be repkt by an automatically-generated value when the
packet is launched, and the sequence field willdmaced by the value in TKR. The time stamp
(where applicable) will be inserted by the localuRw if the route field in SAR is 111, otherwise
the value here will be used.

The transmit buffer full and not full controls ae@pected to be used, by polling or interrupt, to
prevent buffer overrun. Tx buffer full is sticky &monce set, will remain set until 0 is writtenbio
30. Transmit buffer overrun indicates packet losd will remain set until explicitly cleared by
writing O to bit 29.

E, F, O and N reflect the levels on the Tx intetrgsignals sent to the interrupt controller.
rl: TDR - transmit data payload

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit data payload for sending with next packet

If data is written into TDR before a send key ostd® is written into TKR, the packet initiated by
writing to TKR will include the contents of TDR #s data payload. If no data is written into TDR
before a send key or dest ID is written into TKR gacket will carry no data payload.

r2: TKR - send MC key or P2P dest ID & sequence code
Writing to TKR causes a packet to be issued (witata payload if TDR was written previously).

If bits[23:22] of the control register in TCR ar@ the Communication Controller is set to send
multicast packets and a 32-bit routing key showddabitten into TKR. The 32-bit routing key is
used by the associative multicast Routers to dethe packet to the appropriate destination(s).

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit multicast routing key

If bits[23:22] of the control register are 01 thermunication Controller is set to send point-to-
point packets and the value written into TKR shauldude the 16-bit address of the destination
chip in bits[15:0] and a sequence code in bits[@]/:(See ‘seq code’ on page 32.)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

sq 16-bit destination 1D

If bits[23:22] of the control register are 10 ther@munication Controller is set to send nearest
neighbour packets and the 32-bit NN address/operéitld should be written in TKR.

If bits[23:22] of the control register are 11 ther@munications Controller is set to send fixed-route
packets and the value written into TKR is a 32plaiyload, possibly augmented by a further 32 bits
in TDR if this was written previously.
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r3: RSR - receive status

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9

8 7 6 5 4 3 2 1 0

R

T

A

E

Route

control byte

0 00O

00O0O0OOOOOOOO

The functions of these fields are described intéltsde below:

Name bits R/W Function
R: received 31 R Rx packet received
T: parity 30 R/W  Rx packet parity error (sticky)
A: framing error 29 R/W  Rx packet framing error (sticky)
E: error-free 28 R Rx packet received without error
Route 26:24 R Rx route field from packet
Control byte 23:16 R Control byte of last Rx packet
F: FR packet 3 R error-free fixed-route packet received
N: NN packet 2 R error-free nearest-neighbour packet received
P: P2P packet 1 R error-free point-to-point packet received
M: MC packet 0 R error-free multicast packet received

Any packet that is received will set R, which wéimain set until RKR has been read. A packet t
is received with a parity and/or framing error atsis T and/or A. These bits remain set un
explicitly reset by writing 0 to bit 30 or bit 2@spectively.

R, T, A, M, P, N & F reflect the levels on the Ritérrupt signals sent to the interrupt controller.

Note that these status bits will have a one-cyatenicy before becoming valid so, for example
checking R one cycle after reading RKR will retdsrthe old value.

r4: RDR - received data

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit received data payload

If a received packet carries a data payload théopdywill be delivered here and will remain valid
until r5 is read.

r5: RKR - received MC key or P2P source ID & sequence code

A received packet will deliver its MC routing kdyN address or P2P source ID and sequence cd
to RKR. For an MC or NN packet this will be the eaalue that the sender placed into its TKR fa
transmission; for a P2P packet the sequence nuwibdre that placed by the sender into its TKR
and the 16-bit source ID will be that in the sersISAR.

The register is read sensitive - once read itetiinge as soon as the next packet arrives.
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ré6: SAR - source address and route

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Route p2p source ID

reset: 111 0000O0O0O0DOOOOOOOOOO

The functions of these fields are described intéltsde below:

Name bits R/W Function
Route 26:24 w Set ‘fake’ route in packet
P2P source ID 15:0 w 16-bit chip source ID for P2P packets

The P2P source ID is expected to be configured ahstart-up.

The route field allows a packet to be sent by agseor to the router which appears to have come
from one of the external links. Normally this fialdll be set to 7 (Ob111) but can be set to a link
number in the range 0 to 5 to achieve this.

r7: TSTR - test

Setting bit 0 of this register makes all registead/write for test purposes. Clearing bit O resdri
write access to those register bits marked asoeddin this datasheet. All register bits may badre
at any time. Bit O is cleared by reset.

8.7 Fault-tolerance

Fault insertion

Software can cause the Communications Controllemisbehave in several ways including
inserting dodgy routing keys, source IDs, destaratDs.

Fault detection
Parity of received packet; received packet frangmgr; transmit buffer overrun.

Fault isolation

The Communications Controller is mission-criticalthe local processing subsystem, so if it fails
the subsystem should be disabled and isolated.

Reconfiguration

The local processing subsystem is shut down anifitstions migrated to another subsystem on
this or another chip. It should be possible to vecall of the subsystem state and to migratdat, v
the SDRAM, to a functional alternative.
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9. Communications NoC

The Communications NoC carries packets betweeprbeessors on the same or different chips.
plays a central role in the system architectusecdinnectivity to the other components is shown t
the chip block diagram in ‘Chip organization’ orgesb.

9.1 Features

* On- and inter-chip links

* Router which handles multicast, point-to-pointarest neighbour and fixed-route packets.
» Arbiter to merge all sources into a sequentiakpastream into the Router.

« Individual links can be reset to clear blockaged deadlocks.

9.2 Input structure

The input structure is a tree Arbiter which mergjes various sources of packets into a sing
stream. Its structure is illustrated below. The bers indicate source tagging of the packets.

+ ON-CHIP PROCESSORS

3 1 1 . ., 8b@200MHz
101 | s2a s2a s2a s2a
| 111 111

111 111

INTER-CHIP LINKS
4b@250MHz
000 001 010 011 100

‘
T JES o pri ey jov)
N
MERGE TREE =
[MERGE ] [MERGE ] [MERGE ] %
®
-3 g
,,,,,,,,,,,,,,,,,,, EE
‘:]’
MERGE
. 5 12b@600MHz
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Eﬁ
MERGE
24b@600MHz |
-3

72b@200MHz
ROUTER

9.3 Output structure

The Router produces separate outputs to all ongroipessor nodes and to the off-chip links, so t
output connectivity is a set of individual self-gohlinks.
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10. Router

The Router is responsible for routing all packkt arrive at its input to one or more of its ou$pu

It is responsible for routing multicast neural elvpackets, which it does through an associative
multicast router subsystem, point-to-point packés which it uses a look-up table), nearest-
neighbour packets (using a simple algorithmic psegefixed-route packet routing (defined in a
register), default routing (when a multicast packegs not match any entry in the multicast router)
and emergency routing (when an output link is bémtHue to congestion or hardware failure).

Various error conditions are identified and handigdhe Router, for example packet parity errors,
time-out, and output link failure.

10.1 Features

« 1,024 programmable associative multicast (MC) routintrien.
 associative routing based on source ‘key’;
» with flexible ‘don’t care’ masking;
» look-up table routing of point-to-point (P2P) patk
» routing of nearest-neighbour (NN) and fixed-ro(ER) packets.
» support for 40- and 72-bit packets.
« default routing of unmatched multicast packets.
e automatic ‘emergency’ re-routing around failedkéin
« programmable wait time before emergency routind) laefore dropping packet.
» pipelined implementation to route 1 packet pereypeak).
» back-pressure flow control;
e power-saving pipeline control.
« failure detection and handling:
e packet parity error;
* time-expired packet;
e output link failure;
» packet framing (wrong length) error.

10.2 Description

Packets arrive from other nodes via the link reseiaterfaces and from internal processor nodes
and are presented to the router one-at-a-timeAfbiger is responsible for determining the order of

presentation of the packets, but as each packetridled independently the order is unimportant
(though it is desirable for packets following tlzaree route to stay in order).

Each multicast packet contains an identifier tisaised by the Router to determine which of the
outputs the packet is sent to. These outputs mayde any subset of the output links, where the
packet may be sent via the respective link trariemihterface, and/or any subset of the internal
processor nodes, where the packet is sent to specdve Communications Controller.

For the neural network application the identifiande simply a number that uniquely identifies the
source of the packet — the neuron that generateddicket by firing. This is ‘source address
routing’. In this case the packet need contain dhig identifier, as a neural spike is an ‘event’
where the only information is that the neuron hiaif The Router then functions simply as a look-
up table where for each identifier it looks up atieg word, where each routing word contains 1 bit
for each destination (each link transmitter inteefand each local processor) to indicate whether or
not the packet should be passed to that destination
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10.3 Internal organization

The internal organization of the Router is illugtghin the figure below.

from Arbiter

7
enable l_[iﬁ 4& 4& enable

MC/FR
[ Router NN Router P2P Router

| <L Is 1
—\ /

Mux

=r Emergency Router
full L gency ] ful

A | | —
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f N ( 2\ ( )
Dest buffer Dest buffer i1 N1 Dest buffer
- / . J \\ J
A VA S & S
CHAIN wrapper CHAIN wrapper I B 0| CHAIN wrapper
|\ J/ \\ \ J

v T v
Packets are passed as complete 40- or 72-bitfomitsthe Arbiter, together with the identity of the
Rx interface that the packet arrived through (feanest-neighbour, emergency and default routing
The first stage of processing here is to identifpis. The second stage passes the packet to
appropriate routing engines — the multicast (MGjteo is activated only if the packet is error-fre
and of multicast or fixed-route type, the pointgoint (P2P) handles point-to-point packets whil
the NN router handles nearest-neighbour packetaksoddeals with default and error routing. Th
output of the router stage is a vector of destimatito which the packet should be relayed. The thi

stage is the emergency routing mechanism for hagdéiled or congested links, which it detect
using ‘full’ signals fed back from the individuaéstination output buffers.

10.4 Multicast (MC) router

The MC router uses the routing key in the MC padkedetermine how to route the packet. Th
router hasl,024 look-up entries, each of which has a mask, a lkdyey and an output vector. The
packet’s routing key is compared with each entrshenMC router. For each entry it is first ANDeo
with the mask, then compared with the entry’s keig.matches, the entry’s output vector is used
determine where the packet is sent; it can be serany subset (including all) of the local
processors and the output links.

Thus, to programme an MC entry three writes arauired: to the key, its mask and the
corresponding vector. A mask of FFFFFFFF ensuteékeakey bits are used; if any mask bits ar
'0' the corresponding key bits should also beotierwise the entry will not match. This can b
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.QZJ%J exploited to ensure that unused entries are invale effect of the various combinations of bit
Sé% values in the mask[] and key[] regions is summatrirethe table below:
(]
=6
key[] mask(] Function

0 0 don't care - bit matches

1 0 bit misses - entry invalidated

0 1 match 0

1 1 match 1

Thus a particular entry [i] will match only if:

» wherever a bit in the mask][i] word is 1, the cepending bit in the MC packet routing word is
the same as the corresponding bit in the key[ijdy&iND

» wherever a bit in the mask[i] word is 0, the cepending bit in the key[i] word is also 0.

Note that the MC Router CAM is not initialised aset. Before the Router is enabled all CAM
entries must be initialised by software. Unusedkfjastries should be initialised to 0000000, and
unused key[] entries should be initialised to FFFFF. This invalidates every bit in the word,
ensuring that the word will miss even in the preseof minor component failures.

The matching is perfomed in a parallel ternary aeisgive memory, with a RAM used to store the
output vectors. The associative memory can be pefouthat more than one entry matches an
incoming routing key; in this case the matching et the lowest address determines the output
vector to be used. Multiple simultaneous matchesatso be used to improve test efficiency.

If no entry matches an MC packet'’s routing key thefault routing is employed - the packet is sent
to the output link opposite the input link throughich it arrived. Packets from local processors
cannot be default-routed; the router table musetsvalid entry for every locally-sourced packet.

The MC output vector assignment is detailed intéide below:

MC vector entry Output port Direction
bit[0] TxO0 East
bit[1] Tx1 North-East /
bit[2] T2 North
2 1
bit[3] Tx3 West
. +—3 0 ¢—
bit[4] Tx4 South-West
bit[5] 5 South 42
bit[6] Processor 0 Local / |
bit[7] Processor 1 Local
Link directions
bit[23] Processor 17 Local

If any of the multicast packet's output links alecked the packet is stalled for a time ‘waitl’'dse

‘r0: Router control register’ on page 44). When ttiae expires any blocked external outputs (i.e.
links 0-5) will attempt to divert to the next loweumber link, modulo 6 (see section 10.9 on
page 42) and retry for a further period, ‘wait2’ tWfo potential outputs become unblocked at the
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same time the original choice is preferred.

A packet which is diverted is typed as specifie¢eimergency routing’ on page 32. If a packet ©
such a type is received the router will attempbutput it as a ‘reverting’ packet to the outputhwit
the next lower number to the input on which it weseived. If this should also be a normal pack
then conventional multicast routing also takes glac

The routing tables should not be set up so thatckgs paths cross each other. If the packet
programmed to do this then it is not possible féedéntiate between an intended and a reverti
packet; the ‘reverting’ designation takes priority.

A received reverting packet is routed normallytifis recognised by the router, otherwise it i
‘default’ routed to the link numbered two greaterod 6) than the input link.

fixed-route (FR) packets

The FR router uses the same mechanism as the Mé& @though the packets do not have a ke
field. Instead, all packets of this type are rdute the same output vector, as specified in r3
Emergency routing is handled identically to MC petsk

This mechanism is intended to facilitate monitoramgl debugging by routing data towards a poi
which connects with a host system.

10.5 The point-to-point (P2P) router

The P2P router uses the 16-bit destination ID fiat-to-point packet to determine which outpu
the packet should be routed to. There is a 3-hiyydar each of the 64K destination IDs. Each 3-b
entry is decoded to determine whether the pacldzligered to the local Monitor Processor or on (0]
of the six output links, or dropped, as detailethia table below:

P2P table entry Output port Direction
000 Tx0 East
001 Tx1 North-East
010 T2 North
011 Tx3 West
100 Tx4 South-West
101 Tx5 South
110 none (drop packet) none
111 Monitor Processor  Local

The 3-bit entries are packed into an 8K entry o#45RAM lookup table. The 24-bit words hold
entries 0, 8, 16, ... in bits [2:0], 1, 9, 17jn.bits [5:3], etc.

10.6 The nearest-neighbour (NN) router

Nearest-neighbour packets are used to initialisesjfstem and to perform run-time flood-fill and
debug functions. The routing function here is todsgormal’ NN packets that arrive from outside
the node (i.e. via an Rx link) to the monitor premer and to send NN packets that are genera
internally to the appropriate output (Tx) link(3his is to support a flood-fill load process.

In addition, the ‘peek/poke’ form of NN packet cha used by neighbouring systems to acce
System NoC resources. Here an NN poke ‘write’ pafkich is a peek/poke type with a 32-bi
payload) is used to write the 32-bit data definedhie payload to a 32-bit address defined in t
address/operation field. An NN peek ‘read’ packehi¢h is a peek/poke type without a 32-bi
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payload) uses the 32-bit address defined in theeadtbperation field to read from the System NoC
and returns the result (as a ‘normal’ NN packetjh® neighbour that issued the original packet
using the Rx link ID to identify that source. ThHiseek/poke’ access to a neighbouring chip’s
principal resources can be used to investigate rafunactional chip, to re-assign the Monitor

Processor from outside, and generally to get gasibility into a chip for test and debug purposes.

As the peek/poke NN packets convey only 32-bit getgloads the bottom 2 bits of the address
should always be zero. All peek/poke NN packetsrred response to the sender, with bit O of the
address set to 1. Bit 1 will also be set to 1d&réhwas a bus error at the target. Peeks retu2nbit 3
data payload; pokes return without a payload.

default and error routing
In addition, the NN router performs default anderouting functions.

10.7 Time phase handling

The Router maintains a 2-bit time phase signal ihatsed to delete packets that are out-of date.
The time phase logic operates as follows:

« locally-generated packets will have the curremigtiphase inserted (where appropriate);

 a packet arriving from off-chip will have its tinpdhase checked, and if it is two phases old it will
be deleted (dropped, and copied to the Error rexgist

10.8 Packet error handler

The packet error handler is a routing engine thmply flags the packet for dropping to the Error
registers if it detects any of the following:

* a packet parity error;

» a packet that is two time phases old,;

» a packet that is the wrong length.

The Monitor Processor can be interrupted to detid packets dropped with errors.

10.9 Emergency routing

If a link fails (temporarily, due to congestion, grmanently, due to component failure) action will
be taken at two levels:

* The blocked link will be detected in hardware authsequent packets rerouted via the other two
sides of a triangle of which the suspect link wagdge, being initially re-routed via the link whic
is rotated one link clockwise from the blocked lifgh if link TxO fails, link Tx5 is used, etc).

* The Monitor Processor will be informed. It canckahe problem using a diagnostic counter:
* if the problem was due to transient congestiowjlitnote the congestion but do nothing further;

« if the problem was due to recurring congestiorwilt negotiate and establish a new route for
some of the traffic using this link;

* if the problem appears permanent, it will estdbfiew routes for all of the traffic using this link
The hardware support for these processes include:

» default routing processes in adjacent nodes tteain®oked by flagging the packet as an emer-
gency type;

* mechanisms to inform the Monitor Processor ofggrablem;

* means of inducing the various types of fault fsting purposes.

Emergency rerouting around the triangle requireditemhal emergency packet types for MC and
FR packets. P2P packets will find their own wagh®ir destination following emergency routing.
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10.10 Register summary
Base address: 0xe1000000 (buffered write), Oxf10@ID(unbuffered write).
Name Offset R/W Function

rO: control 0x00 R/W  Router control register
rl: status 0x04 R Router status
r2: error header 0x08 R error packet control byte and flags
r3: error routing 0x0C R error packet routing word
r4: error payload 0x10 R error packet data payload
r5: error status Ox14 R error packet status
ré: dump header  0x18 R dumped packet control byte and flags
r7: dump routing  0x1C R dumped packet routing word
r8: dump payloac  0x20 R dumped packet data payload
r9: dump outputs  0x24 R dumped packet intended destinations
r10: dump status  0x28 R dumped packet status
rll: diag enables 0x2C R/W  diagnostic counter enables
r12: timing ctr ctl 0x30 R/W  timing counter controls
r13: cycle ctr 0x34 R counts Router clock cycles
r14: busy cyc ctr 0x38 R counts emergency router active cycles
rl5: no wt pkt ctr  0x3C R counts packets that do not wait to be issued
r16-31: dly hist 0x40-7C R packet delay histogram counters
r32: diversion 0x80 R/W  divert default packets
r33: FR route 0x84 R/W  fixed-route packet routing vector

rEN: diag filter ~ 0x200-23C R/W  diagnostic count filters (N = 0-15)

rCN: diag count 0x300-33C  R/W  diagnostic counters (N = 0-15)

rT1: test register  OxF0O R hardware test register 1

rT2: test key OxF04 R/W  hardware test register 2 - CAM input test key|
route[1023:0] 0x4000 R/W  MC Router routing word values

key[1023:0] 0x8000 w MC Router key values

mask[1023:0] 0xC000 W MC Router mask values

P2P[8191:0] 0x10000 R/W  P2P Router routing entries (8 3-bit entries/wo
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10.11 Register details
rO: Router control register

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

wait2[7:0] wait1[7:0] W MP[4:0] TP |P| F T/ D E R

00000O0OO0O01O0O0O0OO0OO0OBOODO 000O0OO0O0OOOOOOOOI1

The functions of these fields are described intdivde below:

Name bits R/W Function
wait2[7:0] 31:24 R/W  wait time before dropping packet
waitl[7:0] 23:16 R/W  wait time before emergency routing
w 15 W re-initialise wait counters
MP[4:0] 12:8 R/W  Monitor Processor ID number
TP 7:6 R/W  time phase (c.f. packet time stamps)
P 5 R/W  enable count of packet parity errors
F 4 R/W  enable count of packet framing errors
T 3 R/W  enable count of packet time stamp errors
D 2 R/W  enable dump packet interrupt
E 1 R/W  enable error packet interrupt
R 0 R/W  enable packet routing

The wait times (defined by waitl[] and wait2[]) as®@red in a floating point format to give a wide
range of values with high accuracy at low valuesilsimed with simple implementation using a
binary pre-scaler and a loadable counter. Each Beltd is divided into a 4-bit mantissa M[3:0] =
wait[3:0] and a 4-bit exponent E[3:0] = wait[7:4]he wait time in clock cycles is then given by:

wait = (M + 16 - 2°F).2F forE<4;
wait = (M + 16).F forE>4;

Note that wait[7:0] = 0x00 gives a wait time of aeand the wait time increases monotonically
with wait[7:0]; wait[7:0] = OxFF is a special caard gives an infinite wait time - wait forever.

There is a small semantic difference between waid] fand wait2[7:0]:

» waitl[7:0] defines the number of cycles the Rouwtél re-try after the first failed cycle before
attempting emergency routing; wait1[] = O will attpt normal routing once and then try emer-
gency routing.

» wait2[7:0] is the number of cycles during whichexngency routing will be attempted before the
packet is dumped; wait2[] = 0 therefore effectivdigables emergency routing.

If rO is written when one of the wait countersusiming, writing a 1 to W (bit[15]) will cause the

active counter to restart from the new value wmitte it. This enables the Monitor Processor to
clear a deadlocked ‘wait forever’ condition. If ©written to W the active counter will not restart
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but will use the new wait time value the next tiiis invoked.

Note that the Router is enabled after reset. Eh#ithat a neighbouring chip can peek and poke
chip that fails after reset using NN packets, tgdose and possibly fix the cause of failure.

rl: Router status

All Router interrupt request sources are visibleehas is the current status of the emergen
routing system.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

| |E|D ER B Ctr[15:0]

The functions of these fields are described intdivde below:

Name bits R/W Function
I: interrupt active 31 R combined Router interrupt request
E: error int 30 R error packet interrupt active
D: dump int 29 R dump packet interrupt active
ER[1:0] 25:24 R Router output stage status (empty, full but

unblocked, blocked in waitl, blocked in wait2)

B 16 R busy - active packet(s) in Router pipeline
ctr[15:0] 15:0 R diagnostic counter interrupt active

The Router generates three interrupt request autpat are handled by the VIC on each process
diagnostic counter event interrupt, dump interrapd error interrupt. These correspond to the O
of ctr[15:0], D and E respectively.

The interrupt requests are cleared by reading thspective status registers: r5, r10 and r2N.

r2: error header

A packet which contains an error is copied to r®5ce a packet has been copied (indicated by
bit[31] of r5 being set) any further error packeignored, except that it can update the stickyibit
r5 (and errors of the types specified in rO arented in r5).

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

P| F| T| Route control byte TP

0001110000O0O0O0CO0 00

The functions of these fields are described intéltsde below:

Name bits R/W Function
P: parity 29 R packet parity error
F: framing error 28 R packet framing error
T: TP error 27 R packet time stamp error
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Name bits R/W Function

Route 26:24 R Rx route field of error packet

Control byte 23:16 R control byte of error packet

TP: time phase 7:6 R time phase when packet received

r3: error routing word

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit routing word

r4: error data payload

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit data payload

r5: error status

This register counts error packets, including tisteemp, framing and parity errors as enabled by
ro[5:3]. The Monitor Processor resets r5[31:27] #relerror count by reading its contents.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

E|IV|P|F|T error count

000O0O 0000O0OO0OO0OOOOOOOOODO

The functions of these fields are described intdpde below:

Name bits R/W Function
E: error 31 R error packet detected
V: overflow 30 R more than one error packet detected
P: parity 2% R packet parity error (sticky)
F: framing error 28 R packet framing error (sticky)
T: TP error 27 R packet time stamp error (sticky)
error count 15:0 R 16-bit saturating error count

ré: dump header

A packet which is dumped because it cannot be daigtéts destinations is copied to r6-10. Once a
packet has been dumped (indicated by bit[31] oftididig set) any further packet that is dumped is
ignored, except that it can update the stickyihitd0 (and can be counted by a diagnostic counter)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Route control byte TP

reset: 11100000000 00
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The functions of these fields are described intdide below:

Name bits R/W Function
Route 26:24 R Rx route field of dumped packet
Control byte 23:16 R control byte of dumped packet
TP: time phase 7:6 R time phase when packet dumped

r7: dump routing word

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2
32-bit routing word
r8: dump data payload
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2
32-bit data payload
r9: dump outputs
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2
FPE[17:0] LE[5:0]

The functions of these fields are described intdivde below:

SpiNNaker

-5

Name bits R/W Function
FPE[17:0] 23:6 R Fascicle Processor link error caused dump
LE[5:0] 5:0 R Tx link transmit error caused packet dump

r10: dump status

The Monitor Processor resets r10 by reading it$ezus.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

D

\Y

FPE[17:0]

LE[5:0]

00

00000O0O0OOOOOOOOOOOOOOOOOOO

The functions of these fields are described intdipde below:

Name bits R/W Function
D: dumped 31 R packet dumped
V: overflow 30 R more than one packet dumped
FPE[17:0] 23:6 R Fascicle Proc link error caused dump (sticky
LE[5:0] 5:0 R Tx link error caused dump (sticky)
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r11: diagnostic counter enable/reset

This register provides a single control point floe (L6 diagnostic counters, enabling them to count
events over a precisely controlled time period.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

reset[15:0] enable[15:0]
reset: 00000O0OO0ODO0OO0OO0OOOOOOO

The functions of these fields are described intdivde below:

Name bits R/W Function
reset[15:0] 31:16 w write a 1 to reset diagnostic counter 15..0
enable[15:0] 15:0 R/W  enable diagnostic counterl15..0

Writing a O to reset[15:0] has no effect. Writing alears the respective counter.

r12: timing counter controls

This register controls the cycle counters in regstl3, rl4 & rl5, and in the delay histogram
registers r16-r31.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

TIS|R HIE|C

reset: 00O

The functions of these fields are described intéltsde below:

Name bits R/W Function
T 18 W reset histogram
S 17 w reset emergency router active cycle counter
R 16 W reset cycle counter
H 2 R/W  enable histogram
E 1 R/W  enable emergency router active cycle counter
C 0 R/W  enable cycle counter

Writing a 0 to R, S or T has no effect. Writing aléars the respective counter.
r13: cycle count

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit non-saturating cycle counter

00000O0O0OOOOOOODODOOODODOODODOOOOOOOOOOODO

r13, when enabled by r12, simply counts the nurob&outer clock cycles.
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rl4: emergency router active cycle count

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit non-saturating emergency router active cgolenter

00000O0O0ODOOOOOOOOOODODODODODOOOOOOOOOOODO

r14, when enabled by r12, counts the number ofesyfdr which the emergency router is activel
seeking a route for a packet. This equals the nuwiiggackets plus the number of stall cycles.

r15: unblocked packet count

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit non-saturating unblocked packet counter

00000O0OO0OOOOOOOOOOODOODODODOOOOOOOOOOODO

rl5, when enabled by r12, counts the number of gtackvhich pass through undelayed b
congested output links.

r16-31: packet delay histogram

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit non-saturating packet delay counter

00000O0OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

r16-r31, when enabled by r12, count the numbeintés a packet is delayed due to link congestio
each register counting delays within a range oflcloycles. rl5 counts the zero delay compone
of the histogram. These counters use the samecpl®g as waitl in rO, so the histogra
effectively records the value in the wait mantiasthe time the congestion resolves.

r32: diversion
This register allows default-routed MC packets ¢orédirected in the case when their default pa
is unavailable, for example as a result of a coteptede failure.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

L5 | L4 | L3 | L2 | L1 | LO
0000O0OOOOOOO

reset:

The 2-bit LO field can be set to 00 for normal bebar of packets default routed from link 0, to x
to divert those packets to the local Monitor Preoesor to 10 to destroy the packets. L1 likewisg

controls default routed packets that arrive throlig 1, etc.

r33: fixed-route packet routing

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

NN broadcast FR output vector

111111 000O0O0O0DODODOOOOOOOOOOOOOOOOO

r33 routes fixed-route (type 3) packets to off-chifks and local processors in exactly the sa
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way, with the same bit allocation, as an MC outmdtor as described in section 10.4 on page 39.

In addition, the ‘NN broadcast’ bits[31:26] defiméhich links an NN broadcast packet is sent
through. A 1 indicates an active link, and bit[26For link 0, bit[27] link 1, etc.

rEN: diagnostic filter control

The Router has 16 diagnostic counters (N = 0..Eh @ which counts packets passing through the
Router filtered on packet characteristics definetehA packet is counted if it has characteristics
that match with a ‘1’ in each of the 6 fields. 8wtall bits [24:10, 7:0] to ‘1’ will count all p&ets.

A diagnostic counter may (optionally) generatergrrrupt on each count. The C bit[29] is a sticky
bit set when a counter event occurs and is cleahashever this register is read.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Il |[E|C Dest Loc| PL | Def M ER Type

0 00O 0000O0O0OOOOOOOOOODO 000O0O0OOOOO

The functions of these fields are described intéltsde below:

Name bits R/W Function
I 31 R counter interrupt active: | = E AND C
E 30 R/W  enable interrupt on counter event
C 29 R counter event has occurred (sticky)
Dest 24:16 R/W  packet dest (Tx link[5:0], MP, local -MP, dump)
Loc 15:14 R/W  local [x1]/non-local[1x] packet source
PL 13:12 R/W  packets with [x1])/without [1x] payload
Def 1701 R/W  default [x1]/non-default [1x] routed packets
M 8 R/W  Emergency Routing mode
ER 74 R/W  Emergency Routing field =3, 2, 1 or 0
Type 3:0 RIW  packet type: fr, nn, p2p, mc

If M (bit[8]) = 0 the Emergency Routing field maththat of the incoming packet, before any local
Emergency Routing, so this can be used to courkepsi¢that have been Emergency Routed by a
previous Router but not those that are Emergenayerichere.

If M = 1 the Emergency Routing field is matched iagaoutgoing packets to destinations selected
in the Dest field. If any outgoing packet to a stde destination matches the ER field the
diagnostic count will be incremented. (Note thackmds to internal destinations cannot be
emergency routed and so have ER =0.)
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rCN: diagnostic counters

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit count value

00000O0O0ODOOOOOOOOOODODODODODOOOOOOOOOOODO

Each of these counters can be used to count sglegtes of packets under the control of th
corresponding rEN. The counter can have any valitéew to it, and will increment from that value
when respective events occur.

If an event occurs as the counter is being writtavill not be counted. To avoid missing an event
is better to avoid writing the counter; insteadidrét at the start of a time period and subtraist t
value from the value read at the end of the petibaget a count of the number of events during t
period.

rT1l: hardware test register 1

This register is used only for hardware test pueppand has no useful functions for the applicatic
programmer.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

entry M
The functions of these fields are described intaitde below:
Name bits R/W Function
M 0 R MC router associative look-up ‘miss’ output
entry 10:1 R MC router associative look-up entry address

The input key used for the associative look-up veven this register is read is in register T2.
rT2: hardware test register 2

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit key

00000OO0OO0OO0OOOOOOOOOOODODOOOOOOOOOOOODO

This register holds the key presented to the aatoniinput of the multicast router when registe
T1is read.

10.12 Fault-tolerance

The Communications Router has some internal faldtdnce capacity, in particular it is possible
to map out a failed multicast router entry. Thisaisuseful mechanism as the multicast route
dominates the silicon area of the Communicationst&o

There is also capacity to cope with external fadurEmergency routing will attempt to bypass
faulty or blocked link. In the event of a node l@mer) failure this will not be sufficient. In cedto
tolerate a chip failure several expedients cannel@yed on a local basis:

» P2P packets can be routed around the obstruction;
* MC packets with a router entry can be redirecigatapriately.
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In most cases, default MC packets cannot sensibliyapped by adding table entries due to their
(almost) infinite variety. To allow rerouting, theepackets can be dropped to the Monitor Processor
on a link-by-link basis using the diversion registe principle they can then be routed around the
obstruction as P2P payloads before being resudettihe opposite side.

Should the Monitor Processor become overwhelmasl aitso possible to use the diversion register
to eliminate these packets in the Router; this gmé&ss them blocking the Router pipeline whilst
waiting for a timeout and thus delaying viable ficaf

Fault detection
» packet parity errors.
» packet time-phase errors.
» packet unroutable errors (e.g. a locally-sourcedtioast packet which doesn’t match any entry
in the multicast router).
» wrong packet length.

Fault isolation
» a multicast router entry can be disabled if itsSfaisee initialisation guidance above.

Reconfiguration
 since all multicast router entries are identiba function of any entry can be relocated to aespar
entry.
« if a router becomes full a global reallocationre$ources can move functionality to a different
router.

10.13 Test

Production test

The ternary CAM used in the multicast router haseas for parallel testing, so a processor can
write a value to all locations and see if an inpith 1 bit flipped results in a hit or a miss. The
CAM is not directly readable - attempts to read tspace will result in bus errors - and must be
tested by association. To do this a key must fiestritten into register rT2. A subsequent read of
register rT1 will then indicate if that key has @sated with any CAM entries. If it has not then
rT1<0> will be set and the other bits of this régisvill be undefined; if one or more of the endrie
are matched then the one at the lowest addrebs IGAM will be indicated in the 'entry’ field.

All RAMs have read-write access for test purposes.
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11. Inter-chip transmit and receive interfaces

Inter-chip communication is implemented by extegdthe Communications NoC from chip to
chip. In order to sustain throughput, there is atqwol conversion at each chip boundary fro
standard CHAIN 3-of-6 return-to-zero to 2-of-7 n@turn-to-zero. The interfaces include logic tc
minimise the risk of a protocol deadlock causedjlitghes on the inter-chip wires.

11.1 Features

* transmit (Tx) interface:
» converts on-chip 3-o0f-6 RTZ symbol into off-chipo®-7 NRZ symbol;
+ disable control input;
e resetinput.

* receive (Rx) interface:
» converts off-chip 2-of-7 NRZ symbol into on-chipo86 RTZ symbol;
« disable control input;
* reset input.

11.2 Programmer view

The only programmer-accessible features implemeintéidese interfaces are software reset and
disable control, both accessed via the System 6litr In normal operation these interfaces ¢
provide transparent connectivity between the rgutiretwork on one chip and those on it
neighbours.

11.3 Fault-tolerance

The fault inducing, detecting and resetting funtsi@are controlled from the System Controller (se
‘System Controller’ on page 66). The interfaces ai@ch hardened’ to greatly reduce the
probability of a link deadlock arising as a resflta glitch on one of the inter-chip wires. Such
glitch may introduce packet errors, which will betetted and handled elsewhere, but it is ve
unlikely to cause deadlock. It is expected thatlitilereset function will not be required often.

Fault insertion
» an input controlled by the System Controller caube interface to deadlock (by disabling it).

Fault detection
* Monitor Processors should regularly test link fiioality.

Fault isolation

* the interface can be disabled to isolate the abvghip link. This input from the System Control m
ler is also used to create a fault.

Reconfiguration
* the link interface can be reset by the System @dat to attempt recovery from a fault.
* the link interface can be isolated and an altéreaabute used.
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12. System NoC

The System NoC has a primary function of connectirg ARM968 processors to the SDRAM
interface. It is also used to connect the procaesgpsystem control and test functions, and for a

variety of other purposes.

12.1 Features

» supports full bandwidth block transfers between S DRAM and the ARM968 processors.
» the Router is an additional initiator for systegbdg purposes.
* can be reset (in subsections) to clear deadlocks.
« multiple targets:

* SDRAM interface - ARM PL340

e System RAM

¢ System ROM

» Ethernet interface

» System Controller

» Watchdog Timer.

» Router configuration registers

12.2 Organisation

proc_node_clk_A proc_node_clk_B router_clk
proc_node_clk_A| |proc_node_clk_B ‘
Router
CPUO CPU1 CPU2-17 LS
AXI |64 AXI |64 AXI 164
AXIM ‘ AXIM ‘ AXIM

AHB 32

APB3 32 AHB S—>M
AHB 32
PL340 I I I I I
—{ SysRAM H SysROM H Ethernet H SysCitl HWatchdog ‘
memory_clk system_clk
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13. SDRAM interface

The SDRAM interface connects the System NoC to fachop SDRAM device. It is the ARM
PL340, described in ARM document DDI 0331D.

13.1 Features

» control for external Mobile DDR SDRAM memory degic

* memory request queue

« out of order request sequencing to maximise merttonughput

» AXl interface to System NoC

» delay-locked loop (DLL) to realign SDRAM data dies with the input data streams

13.2 Register summary
Base address: 0xe0000000 (buffered write), OxfOO@(unbuffered write).

User registers
The following registers allow normal user programgiof the PL340 SDRAM interface:

Name Offset R/W Function
rO: status 0x00 R memory controller status
rl: command 0x04 w PL340 command
r2: direct 0x08 w direct command
r3: mem_cfg 0x0C R/W  memory configuration
r4: refresh_prd 0x10 R/W  refresh period
r5: CAS_latency  0x14 R/W  CAS latency
ré: t_dgss 0x18 R/W  write to DQS time
r7: t_mrd 0x1C R/W  mode register command time
r8: t ras 0x20 R/W  RAS to precharge delay
ro: t rc 0x24 R/W  active bank x to active bank x delay
r10: t_rcd 0x28 R/W  RAS to CAS minimum delay
ril: t rfc 0x2C R/W  auto-refresh command time
ri2: t rp 0x30 R/W  precharge to RAS delay
r13:t rrd 0x34 R/W  active bank x to active bank y delay
rl4: t_wr 0x38 R/W  write to precharge delay
r15: t_ witr 0x3C R/W  write to read delay
rl6: t_xp 0x40 R/W  exit power-down command time
rl7: t_xsr 0x44 R/W  exit self-refresh command time
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ce Name Offset RIW Function
2=
(D)
=5 ri8: t_esr 0x48 R/W  self-refresh command time

id_n_cfg 0x100 R/W QoS settings

chip_n_cfg 0x200 R/W  external memory device configuration

user_status 0x300 R DLL test and status inputs

user_config0 0x304 w DLL test and control outputs

user_configl 0x308 W DLL fine-tune control

Test and ID registers
In addition, there are test and ID registers th#itnet normally be of interest to the programmer:

Name Offset R/W Function
int_cfg OxEO00 R/W  integration configuration register
int_inputs OxE04 R integration inputs register
int_outputs OxE08 w integration outputs register
periph_id_n OxFEO-C R PL340 peripheral ID byte registers
pcell_id_n OxFFO-C R PL340 Prime Cell ID byte registers

See ARM document DDI 0331D for further detailslof test registers.

Restrictions on when registers may be modified

Normally the PL340 registers will be initialised rthg system start-up and then left alone.
Restrictions on when the registers may be safeldified are detailed in the PL340 datasheet,
ARM doccument DDI 0331D.

The DLL test and control outputs and the DLL fineé control registers should only be written to
when the PL340 is quiescent and no processoruigigan SDRAM access or has one pending.

13.3 Register details
rO: memory controller status

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

M Bl C| D | W] S

The functions of these fields are described intéltsde below:

Name bits R/W Function
M: monitors 11:10 R Number of exclusive access monitors (0, 1, 2, 4)
B: banks 9 R Fixed at 1’'b01 = 4 banks on a chip
C: chips 8:7 R Number of different chip selects (1, 2, 3, 4)
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Name bits R/W Function
D: DDR 6:4 R DDR type: 3b’'011 = Mobile DDR
W: width 3:2 R Width of external memory: 2’b01 = 32 bits
S: status 1:0 R Config, ready, paused, low-power

rl: memory controller command

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

cmd
The function of this field is described in the &@blelow:
Name bits R/W Function
cmd: command 2:0 w Go, sleep, wake-up, pause, config, active_pause

r2: direct command

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

chip | cmd| bank addr

This register is used to pass a command directly moemory device attached to the PL340. T
functions of these fields are described in thegtdiglow:

Name bits R/W Function
chip 21:20 w chip number
cmd 19:18 w command passed to memory device
bank 17:16 w bank passed to memory device
addr[13:0] 13:0 w address passed to memory device

r3: memory configuration

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

act QoS burst| ¢ P pwr_down A row col

reset: 000000100O0O0OO0OO0OO0O0O0OO0O1O0OO0OO0OO0OQO

This register is used to describe the configuratibthe memory device(s) attached to the PL34
The functions of these fields are described intéide below:

Name bits R/W Function
act 22:21 R/W  active chips: number for refresh generation
QoS 20:18 R/W  selects the 4-bit QoS field from the AXI ARID
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= § Name bits RIW Function
22 purst 1715  RMW  burst length (1, 2, 4, 8, 16)
C 14 R/W  stop memory clock when no access
P 13 R/W  auto-power-down memory when inactive
pwr_down 12:7 R/W  # memory cycles before auto-power-down
A 6 R/W  position of auto-pre-charge bit (10/8)
row 5:3 R/W  number of row address bits (11-16)
col 2:0 R/W  number of column address bits (8-12)

r4: refresh period

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

refresh period

reset: 0001010011000O00

The function of this field is described in the ®blkelow:

Name bits R/W Function

refresh period 14:0 R/W  memory refresh period in memory clock cyclé

1174
n

r5: CAS latency

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

cas_lat| H
reset: 0110
The functions of these fields are described intdiode below:
Name bits R/W Function
cas_lat 31 R/W  CAS latency in memory clock cycles
H 0 R/W  CAS half cycle - must be set to 1'b0
ré: t_dgss
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
tdgss|
reset: 01
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The function of this field is described in the &blelow:
Name bits R/W Function
tdgss 1.0 R/W  write to DQS in memory clock cycles
r7: t_mrd

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

t_mrd

000O0O010O0

reset:

The function of this field is described in the ®blkelow:

Name bits R/W Function
t mrd 6:0 R/W  mode reg cmnd time in memory clock cycles
r8: t_ras

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

t ras
reset: 0111
The function of this field is described in the &bklow:
Name bits R/W Function
t ras 3:0 R/W  RAS to precharge time in memory clock cycls
ro9: t_rc
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
t rc
reset: 1 011
The function of this field is described in the ®blkelow:
Name bits R/W Function
t rc 3:0 R/W  Bank x to bank x delay in memory clock cyclé
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31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

sched t red

reset:

011101

The functions of these fields are described intdtde below:

U
(7]

Name bits R/W Function
t rcd 2:0 R/W  RAS to CAS min delay in memory clock cyclé
sched 5:3 R/W  RAS to CAS min delay iaclk cycles -3
ril: t_rfc

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

sched t rfc

reset:

1000010010

The functions of these fields are described intdtde below:

Name bits R/W Function
sched 9:5 R/W  Auto-refresh cmnd time iaclk cycles -3
t _rfc 4:0 R/W  Auto-refresh cmnd time in memory clock cycles
ri2:t rp

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

reset:

The functions of these fields are described intdipde below:

trp

Name bits R/W Function
sched 5:3 R/W  Precharge to RAS delay atlk cycles -3
2:0 R/W  Precharge to RAS delay in memory clock cyagles
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31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
t_rrd
reset: 0010
The function of this field is described in the &blelow:
Name bits R/W Function
t rrd 3.0 R/W  Bank x to bank y delay in memory clock cycles
ri4: t_wr
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
twr
reset: 011
The function of this field is described in the ®blelow:
Name bits R/W Function
twr 2:0 R/W  Write to precharge dly in memory clock cycles
ris: t_wtr
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
t_wtr
reset: 010
The function of this field is described in the &blelow:
Name bits R/W Function
t wtr 2:0 R/W  Write to read delay in memory clock cycles
r16: t_xp
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

t_xp

reset: 000O0OOO1

The function of this field is described in the ®bkelow:

Name bits R/W Function

t xp 7.0 R/W  Exit pwr-dn cmnd time in memory clock cycles
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t_xsr

reset: 00001010

The function of this field is described in the &bklow:

Name bits R/W Function

t_xsr 7:0 R/W  Exit self-rfsh cmnd time in mem clock cycles

ri8:t_esr

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

t_esr

reset: 00010100

The function of this field is described in the ®blkelow:

Name bits R/W Function

U
(7]

t_esr 7.0 R/W  Self-refresh cmnd time in memory clock cyclé

id_n_cfg

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

QoS_max N H

reset: 000O0OO0OOODO

The functions of these fields are described intdtde below:

Name bits R/W Function
Qo0S_max 9:2 R/W  maximum QoS
N 1 R/W  minimum QoS
E 0 R/W QoS enable
chip_n_cfg
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
B match mask
reset: 01111111100000000

There is one of these registers for each extetipltbat is supported. The functions of these field
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are described in the table below:

Name bits R/W Function
B 16 R/W  bank-rol-column/row-bank-column
match 15:8 R/W  address match
mask 7.0 R/W  address mask

13.4 The delay-locked loop (DLL)

The SDRAM interface incorporates a delay-lockedplaghich, though outside the PL340, i
controlled via the PL340 user status and configomategisters.

The general organisation of the DLL is shown below:

CK

by

> digital delay line (master) fine adjust

lDCK ﬁ AN

Tune_2

- 1
phase comparatd 1> AFSM B up/down bar code counter
Locked* Incing, L, M, R Meter Tune 0
Decing iL { }
DQSO
> digital delay line (slave) 1 fine adjust
DQSO’
DQS1 {} {}Tune_l
<~ digital delay line (slave) <]  fine adjust
DQSY’
DOS2 {} {} Tune_3
> digital delay line (slave) <_' fine adjust
DQS2’
DQS3 {} {} Tune_4
> digital delay line (slave) <_' fine adjust

DQS3’

The basic operation is that a reference clock, @Kyning at twice the SDRAM clock (i.e.
nominally 333 MHz for a 166 MHz SDRAM), is passédaugh a master delay line and the outp
DCK, inverted and compared with the original cloAkphase comparator drives an asynchrono
finite state machine (AFSM) that in turn drives @o/down bar code counter to line these tw
signals up. The SDRAM data strobes, DQSO0-3, arsguhthrough matched delay lines to line u
with the middle of the data valid period. Softwaen fine-tune the individual strobe timings.

There is a 6th, spare, delay line, that can be ifisaty of the five primary delay lines fails.
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user_status: DLL test and status inputs

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

L MR K|l |D C3|S3C2S2Cll §1 Q0 § Meter

reset: 000 000O0O0OO0OODOOOO 000O0OOOO

The function of these fields is described in tHaddelow:

Name bits R/W Function
L,M,R 22:20 R 3-phase bar-code control output
K: locKed 18 R Phase comparator is locked
I: Incing 17 R Phase comparator is increasing delay
D: Decing 16 R Phase comparator is reducing delay
C0,C1,C2,C3 9111315 R Clock faster than strobe 0-3
SO, S1,S2,S3 8101214 R Strobe 0-3 faster than Clock
Meter 6:0 R Current position of bar-code output

user_config0: DLL test and control outputs

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

E|TL/L M |R [T5|ID| 1 |D S5 | S4| S3| S2| S S(

reset: 000O0OOOOO 000O0OO0OO0OOOOOOO

The function of these fields is described in tHe#ddelow:

Name bits R/W Function
E: Enable 24 w Enable DLL (O = reset DLL)
TL: Test LMR 23 W Enable forcing of L, M, R
LM, R 22:20 w Force 3-phase bar-code control inputs
T5: Test_5 19 W Substitute delay line 5 for 4 for testing
ID: Test_ID 18 w Enable forcing of Incing and Decing
I: Test_Incing 17 w Force Incing (if ID = 1)
D: Test_Decing 16 w Force Decing (if ID = 1)
S0-S5 11:0 w Input selects for the 6 delay lines{def, alt, 0, 1}

The default inputs for the 6 delay lines selectgdsB-S5 are Tune_2 (master); Tune_0 (DQSO0);
Tune_1 (DQS1); Tune_3 (DQS2); Tune_4 (DQS3) as shawhe figure above.

The alternative inputs for the 6 delay lines anend_3 (master); Tune_1 (DQSO0); Tune_2 (DQS1);
Tune_4 (DQS2); Tune_5 (DQS3).
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user_configl: DLL fine-tune control
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
Tune 5 Tune_4 Tune_3 Tune_Z2 Tune_[L Tune |0
reset: 000O0O0O0O0ODODODODODODOOOOOOOOOOODOOO

The function of these fields is described in tHaddelow:

Name bits R/W Function

Tune0..5 23:0 w Fine tuning control on delay lines 0..5

13.5 Fault-tolerance

Fault insertion
The DLL can be driven by software into pretty maety defective state.

Fault detection
The DLL delay lines can be tested for stuck-attfaahd relative timing accuracy.

Fault isolation
A defective or out-or-spec delay line can be isadat

Reconfiguration
A defective or out-or-spec delay line can be isaand replaced by using the spare delay line.
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14. System Controller

The System Controller incorporates a number of tions for system start-up, fault-tolerance
testing (invoking, detecting and resetting faulg®neral performance monitoring, etc.

14.1 Features

» ‘Arbiter’ read-sensitive register bit to determilt®nitor Processor ID at start-up.

» 32 test-and-set registers for general softwareaigeto enforce mutually exclusive access tacatit
data structures.

« individual interrupt, reset and enable controld gmwocessor OK’ status bits for each processor.
e sundry parallel 10 and test and control registers.
e PLL and clock management registers.

14.2 Register summary
Base address: 0xe2000000 (buffered write), Oxf20@D(unbuffered write).

These registers may only be accessed by a proaeescuting in a privileged mode; any attempt to
access the System Controller from user-mode codlereturn a bus error. Only aligned word
accesses are supported - misaligned word or byiialbword accesses will return a bus error.

Name Offset R/W Function
rO: Chip ID 0x00 R Chip ID register (hardwired)
rl: CPU disable 0x04 R/W  Each bit disables a processor
r2: Set CPU IRQ 0x08 R/W  Writing a 1 sets a processor’s interrupt line
r3: Clr CPU IRQ 0xoC R/W  Writing a 1 clears a processor’s interrupt line
r4: Set CPU OK 0x10 R/W  Writing a 1 sets a CPU OK bit
r5: Clr CPU OK 0x14 R/W  Writing a 1 clears a CPU OK bit
r6: CPU Rst Lv 0x18 R/W  Level control of CPU resets
r7: Node Rst Lv 0x1C R/W  Level control of CPU node resets
r8: Sbsys Rst Lv 0x20 R/W  Level control of subsystem resets
r9: CPU Rst Pu 0x24 R/W  Pulse control of CPU resets
r10: Node Rst Pu 0x28 R/W  Pulse control of CPU node resets
r1l: Sbsys Rst Pu  0x2C R/W  Pulse control of subsystem resets
r12: Reset Code 0x30 R Indicates cause of last chip reset
r13: Monitor ID 0x34 R/W |D of Monitor Processor
r14: Misc control 0x38 R/W  Miscellaneous control bits
r15: GPIO pullu/d  0x3C R/W  General-purpose 10 pull up/down enable
r16: I/O port 0x40 R/W  1/O pin output register
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Name Offset R/W Function
r17: 1/O direction 0x44 R/W  External I/O pin is input (1) or output (0)
rl8: Set 10 0x48 R/W  Wiriting a 1 sets IO register bit
r19: Clear 10 0x4C R/W  Writing a 1 clears 10O register bit
r20: PLL1 0x50 R/W  PLL1 frequency control
r21: PLL2 0x54 R/W  PLL2 frequency control
r22: Set flags 0x58 R/W  Set flags register
r23: Reset flags 0x5C R/W  Reset flags register
r24: Clk Mux Ctl 0x60 R/W  Clock multiplexer controls
r25: CPU sleep 0x64 R CPU sleep (awaiting interrupt) status
r26-28 0x68-70 R/W  Temperature sensor registers [2:0]
r32-63: Arbiter 0x80-FC R Read sensitive semaphores to determine MP  [i\'<
r64-95: Test&Set 0x100-17C R Test & Set registers for general software use
r96-127: Test&Clr 0x180-1FC R Test & Clear registers for general software use ©
r128: Link disable  0x200 R/W  Disables for Tx and Rx link interfaces

14.3 Register details
rO: Chip ID

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

device version Year #CPUs

010110010001 00010001000000010010

This register is configured at chip design timehtdd a unique ID for the chip type. The device
code is 591 in BCD. The version will increment withch design variant. Year holds the last t
digits of the year of first fabrication, in BCD. &tbottom byte holds the number of CPUs on t o
chip.

The test chip ID is 0x59100902. The full chip 1D059111012.

rl: CPU disable

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

20x5EC ProcDis[17:0]

reset: 0000O0O0OOOOOOOOOOOODO

Writing a 1 to bit[n] (n = 0..17) will disable pressor[n], stalling any attempted access to itsl loc
AHB and thereby preventing it from accessing artgmal resource. Writing a 0 will enable it. Fo
a write to be effective it must include a secucitgle in bits [31:20]: OXSECXXXXX.

To ensure the processor is disabled in a low-p®tege it should be disabled and then reset via r
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r2: Set CPU interrupt request

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

20X5EC SetInt[17:0]

reset: 0000O0O0OOOOOOOOOOOODO

Writing a 1 to bit[n] (n = 0..17) will set an inteipt request to processor[n], which can be enabled/
disabled and routed to IRQ or FIQ by that procésdocal Vectored Interrupt Controller (VIC -
see page 12). Writing a 0 has no effect. For a woitee effective it must include a security code in
bits [31:20]: OXSECXXXXX. Reading from this registeeturns the current status of all of the

processor interrupt lines.

r3: Clear CPU interrupt request

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

20x5EC Clrint[17:0]
reset: 0000O0OO0OODODOOODOOOOOOO

Writing a 1 to bit[n] (n = 0..17) will clear an itrupt request to processor[n]. Writing a 0 has no
effect. For a write to be effective it must inclualesecurity code in bits [31:20]: OXSECXXXXX.
Reading from this register returns the currenustaf all of the processor interrupt lines.

r4: Set CPU OK

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
SetOK[31:0]
0000D0D0D0DO0DODODOOOOOOOOOOOOOOOOO0OO0O0O0O0

Writing a 1 to bit[n] (n = 0..31) will set that biindicating that processor[n] is believed to be
functional. Writing a 0 has no effect. Reading frthis register returns the current status of all of
the processor OK bits. Any bits that do not coroespto a processor number can be used for any
purpose - the functions of this register are elytidefined by software.

In normal use a processor will set its own bit @fierforming some functional self-testing. The
Monitor Processor will read the register after st@rt-up phase to establish which processors are
functional, and assign them tasks accordingly. Mifemay attempt to restart faulty processors by
resetting them via r6-11, or it may take them of&lby disabling their clocks via rl.

r5: Clear CPU OK

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
CIrOKJ[31:0]
0 0000O0DO0DO0DO0O0OOODODODODODODODODOOOOOOOOOOOODO

Writing a 1 to bit[n] (n = 0..31) will clear thaitbindicating that processor[n] is not confirmesl a
functional or has detected a fault. Writing a 0 haseffect. Reading from this register returns the
current status of all of the processor OK bits.
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r6: CPU node soft reset - level
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
20x5EC LSreset[17:0]
reset: 000000D0DO00OO0DO0OOOOOO OO

Writing to bit[n] (n = 0..17) will set a level omé reset input of processor[n] which is ORed wit
the corresponding output of the pulse reset geoendt. For a write to be effective it must include
a security code in bits [31:20]: OXSECXXXXX. Readifrom this register returns the current stat
of this register, that is the level before the Oifhvhe pulse reset output.

This is a soft reset which resets the ARM9 processce, thereby restarting its execution at t
reset vector, and resets the Communication and DDAtrollers once active transactions ha
completed.

r7: CPU node hard reset - level

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

20x5EC LHreset[17:0]

reset: 0000O0O0OOOOOOOOOOOODO

Writing to bit[n] (n = 0..17) will set a level omé reset input of processor node[n] which is ORe o]
with the corresponding output of the pulse reseegator, r10. For a write to be effective it mus
include a security code in bits [31:20]: OXSECXXXXReading from this register returns the
current status of this register, that is the ldafbre the OR with the pulse reset output.

This is a hard reset which resets the entire ARMP&&essor node, including the peripheralZ
hardware components in that node.

r8: Subsystem reset - level

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

20x5EC LSSreset[17:0]

reset: 0000O0O0OOOOOOOOOOOODO

Writing a 1 to bit[n] (n = 0..17) will set a leveh the reset input of a subsystem. For a writesto
effective it must include a security code in bB4:R0]: OXSECXXXXX. Reading from this register @X
returns the current status of this register, th#hé level before the OR with the pulse resetwtutp

The assignment of these bits to subsystems is gividre following table:

LSSreset Reset target

0 Router

1 PL340 SDRAM controller
2 System NoC

3 Communications NoC
4-9 Tx link 0-5
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LSSreset Reset target

10-15 Rxlink 0-5
16 System AHB & Clock Gen (pulse reset only)
17 Entire chip (pulse reset only)

18-19 unassigned

r9: CPU node soft reset - pulse

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

20x5EC PSreset[17:0]

Writing a 1 to bit[n] (n = 0..17) will generate alpe (of 256 System Controller clock cycles) on the
reset input of processor[n], which is ORed with tlaeresponding output of the reset level register
ré6. For a write to be effective it must include ecurity code in bits [31:20]: OXSECXXXXX.

Reading from this register returns the currentustatf the reset lines after the OR with the level

reset output.

The reset function is as described for r6.

r10: CPU node hard reset - pulse

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

20x5EC PHreset[17:0]

Writing a 1 to bit[n] (n = 0..17) will generate alpe (256 clock cycles long) on the reset input of
processor node[n], which is ORed with the corresipmpoutput of the reset level register r7. For a
write to be effective it must include a securitydedn bits [31:20]: OXSECXXXXX. Reading from
this register returns the current status of thetrizses after the OR with the level reset output.

The reset function is as described for r7.

r1l: Subsystem reset - pulse

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

20x5EC PSSreset[17:0]

Writing a 1 to bit[n] (n = 0..17) will generate alpe (256 clock cycles long) on the reset inpu of
subsystem. For a write to be effective it must udel a security code in bits [31:20]:
OX5ECXXXXX. Reading from this register returns th@rent status of the reset lines after the OR
with the level reset output.

The assignment of these bits to subsystems isatne sis that described for r8.
r12: Reset code

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
RC

These bits return a code indicating the last agtdget source. The reset sources are given in the
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following table:
RC[2:0] Reset source Hard/soft reset action
000 POR - Power-on reset hard, everything
001  WDR - Watchdog reset hard, all but MPID[4:0] in r13
010 UR - User reset hard, all but MPID[4:0] in r13 & B in r14

011 REC - Reset entire chip (r11 bit 17) hard, all but MPID[4:0] in r13 & B in|r14

100  WDI - Watchdog interrupt soft, only Monitor Processor if R=1in r13

The Power-on reset RC[2:0] = 000 hard resets elvienyt including setting MPID[4:0] = 11111 in
ri3and B =0inr14.

WDR, UR and REC (RC[2:0] = 001, 010 or 011) do restet MPID[4:0] in r13, which retains its|ab)
value through the reset, thereby preventing the Mthitor Processor from competing to be
Monitor Processor after the reset.

UR and REC (RCJ2:0] = 010 or 011) do not reset Bli, which will retain its value through the v
reset, thereby allowing booting from RAM.

The Watchdog interrupt RC[2:0] = 100 only soft testhe Monitor Processor (with a 256 cycle
pulse), and then only if this is enabled in r13.

r13: Monitor ID

This register holds the ID of the processor whias fbeen chosen as the Monitor Processt
together with associated control bits.

Software must set the MPID value in the Router @drRegister, which the Router uses to rou
P2P and NN packets to the Monitor Processor, tamisiP1D[4:0].

MPIDI[4:0] is initialised by power-on reset to anvalid value which does not refer to an
processor. Other forms of reset do not change MP@[ It is set to the ID of the processor tha
wins the competition at start-up by reading itpesdive register r32 to r63 first.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
20x5EC R A MPID

reset: 0 1 11111

The functions of these fields are described intéltsde below:

Name bits R/W Function
R 16 R/W  Reset Monitor Processor on Watchdog interrupt
A 8 R/W  Write 1 to set MP arbitration bit (see r32-63)
MPIDI[4:0] 4:0 R/W  Monitor Processor ID

The ‘R’ bit causes the Watchdog interrupt signataoise a soft reset of processor[MPID], whic
will override any interrupt masking by the Monifrocessor. In any case, this interrupt is availab
at all processor VICs and can therefore be endbtadly as an IRQ or FIQ source.

Reading bit[8] returns the current value of the MBitration bit (see r32-63).
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For a write to r13 to be effective it must inclualsecurity code in bits [31:20]: OXSECXXXXX.
r14: Misc control
This register supports general chip control.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

R|D|C|E|T|J B

reset: 0 0O0OO0DO O 0

The function of these fields is described in tHe#ddelow:

Name bits R/W Function
R 20 R read value on JTAG_RTCK pin
D 19 R read value on JTAG_TDO pin
C 18 R read value on CIk32 pin
E 17 R read value on Ethermux pin
T 16 R read value on Test pin
J 15 R/W select on-chip (1) or off-chip (0) controlJGtAG pins
B 0 R/W map System ROM (0) or RAM (1) to Boot area

The JTAG port is controllable by software using i r16. Bit[15] of r14 selects this option
when high. When selected, the GPIO bits in rl6 rabrthe JTAG inputs: GPIO[27:24] drive
JTAG_NTRST, JTAG_TMS, JTAG_TDI and JTAG_TCK respesly, and the JTAG outputs
JTAG_TDO and JTAG_RTCK are readable via r14 as abov

When JTAG is being driven externally, reading thé bits[20:19] and r16 bits[27:24] returns the
state of the JTAG pins.

B is reset by power-on reset (POR) and watchdagt (88DR).

r15: GPIO pull up/down control

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

10 port pull up/down enable

11111111111111111111111111111111

The functions of these bit fields are describethatable below:

bits R/W Function

31:29 R/W GPIO[31:29] - on-package SDRAM control - pull-dowr
28:24 R/W Unused

23:20 RW  GPIO[23:20] & MIl TxD port pull-down

19:16 R/W GPI10[19:16] & MII RxD port pull-up

15:0 R/W GPIO[15:0] pull-down
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r16: 10 port

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

IO port data

00000O0O0ODOOOOOOOOOODODODODODOOOOOOOOOOODO

This register holds a 32-bit value, most bits ofickhmay be driven out through pins when th
corresponding bit in r17 is 0. When read, the valimethis register are returned. The number ¢
physical 10 pins available depends on whether ortim® Ethernet interface is in use. The extern
EtherMux input, if driven high, enables the Etheérfie_D[3:0] and Rx_D[3:0] onto the pins used
for 10[23:16]. If EtherMux is low these pins areadlable for general-purpose 10 use.

The functions of these bit fields are describethantable below:

bits R/W Function

31:29 R/W On-package SDRAM control
28 R/W Unused

27:24 R/W Can drive the JTAG interface

23:20 R/W IO pins or MIl TxD

19:16 R/W 10 pins or MIl RxD

15:0 R/W 10 pins

Note: GPIO[15:14] can be configured to access plagesdelay line in the DLL under the control o
the external Test pin. If Test = 1 then spare Dbbut = GPIO[14] and GPIO[15] =
spare_DLL_output; if Test = 0 GPI0O[15:14] connexcthe System Controller GPIO pins.

r17: 10 direction

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

10 port direction

11111111111111111111111111111111

This register determines whether each 10 portshétri input (1) or an output (0). Setting a bitrio &
input does not invalidate the corresponding bitli - that value will be held in r16 until expligit
changed by a write to r16. When read, this regigterrns the value last written.

r18: Set IO

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

SetlO

00000O0O0ODOO0OOOOODODOOODODODODODOOOOOOOOOOODO

Writing a 1 sets the corresponding bit in r16. Wgta 0 has no effect.

Reading this register returns the values on thpit® (if present).
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r19: Clear IO

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

ClearlO

00000O0O0ODOOOOOOOOOODODODODODOOOOOOOOOOODO

Writing a 1 clears the corresponding bit in r16.tiig a O has no effect.

Reading this register returns the values on thpit® (if present).

r20: PLL1 control, and register 21: PLL2 control

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

T P| FR MS[5:0] NS[5:0]

reset: 0 010 00O0O0O0O1 001010

The functions of these fields are described intéltsde below:

Name bits R/W Function
T 24 R/W  test (=0 for normal operation)
P 18 R/W  Power UP
FR[1:0] 17:16  R/W  frequency range (25-50, 50-100, 100-200, 200-400 MHz)
MS[5:0] 13:8 R/W  output clock divider
NS[5:0] 5:0 R/W input clock multiplier

The PLL output clock frequency, with a 10 MHz inmldck, is given by 10*NS/MS. Thus setting
NS[5:0] = 010100 [=20] and MS[5:0] = 000001 [=1]IMgive 200 MHz.

r22: Set flags

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit flags register

00000O0OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

Writing a 1 to any bit position sets the correspogdit in the flags register. Writing a 0 has no
effect. Reading returns the value of the flagsstegi

r23: Reset flags

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

32-bit flags register
0 0000O0O0DO0DO0DO0O0OO0OODODODODODODODODODOOOOOOOOOOODO

Writing a 1 to any bit position clears the corrasgiaog bit in the flags register. Writing a 0 has no
effect. Reading returns the value of the flagsstegi
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r24: Clock multiplexer control
The clock generator circuits are organised as shuelow:
[ clk_in
cl’ ol clk i o PLL1_ xxx[]
router_clk - pli2_clk
2 CkOut PLL1
lkﬁd S 3 clk_jn_4 Teki i
1 PLL2_x0{l]
memory_clk - Tcko Fref
CkOut PLL2
memory. C"ﬁi Tcki Cin
" memon y_clk | CIk*in
(eg 10MHz)
proc_node_clk_A -
o " Ikg a — Div by 4
(] i
proc_node_clk_B_i p ode_clk_B_di . ﬁ |

system_clk -

system_clk_div ==

system_clk_sel

SpiNNaker2 Clock Module

The clock circuits are reset by r8 & r11 bit[16daare controlled by r24:

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

\% Sdiv| Sys Rdiv| Rtr Mdiv | Mem Bdiv| Pb Adiv | Pa

0 0 00O 00O00O0 0 00O 0 00O 0000

The functions of these fields are described intdipde below:

Name bits R/W Function
V 31 R/W invert CPU clock B
Sdiv[1:0] 23:22 R/W  divide System AHB clock by Sdiv+1 (= 1-4)

Sys[1:0] 21:20 R/W  clock selector for System AHB components
Rdiv[1:0] 18:17 R/W  divide Router clock by Rdiv+1 (= 1-4)
Rtr[1:0] 16:15 R/W  clock selector for Router

Mdiv[1:0] 13:12 RW  divide SDRAM clock by Mdiv+1 (= 1-4)
Mem[1:0] RIS R/W  clock selector for SDRAM

Bdiv[1:0] 8:7 RW  divide CPU clock B by Bdiv+1 (= 1-4)
Pb[1:0] 6:5 R/W  clock selector for B CPUs (03569101215 17)
Adiv[1:0] 3:2 R/W  divide CPU clock A by Adiv+1 (= 1-4)
Pa[1:0] 1.0 R/W  clock selector for ACPUs (124781113 14 16)
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All clock selectors choose from the same clock sesir

Sel[1:0] Clock source

00 external 10MHz clock input

01 PLL1

10 PLL2

11 external 10MHz clock divided by 4

Clock switching is safe at any time once the PLlawehlocked, which takes a defined time
(maximum 8@s for the PLLS) after they have been configured.

r25: CPU sleep status

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

CPUWfi[17:0]

Each bit in this register indicates the state ef tbspective ARM968 STANDBYWFI (stand-by
wait for interrupt) signal, which is active wheret@PU is in its low-power sleep mode.

r26-28: Temperature sensor registers

There are three independent temperature sensdrearip, each with its own control and sensor
read-out register. The three sensors use diffesergor mechanisms to enable the temperature to be
corrected for process and voltage variations.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

S F temperature

0 0000O0O0DODOOOOOOOOOOOOOOOOOOO

The functions of these fields are described intdvde below:

Name bits R/W Function
S 31 R/W  start temperature measurement
F 24 R temperature measurement finished
temperature 230 R temperature sensor reading

Setting S to 1 starts the temperature measuremece$s. When F reads as 1 the sensor reading is
complete, and bits[23:0] may be read. Clearingo$ssthe sensing and clears F.

r32-63: Monitor Processor arbitration

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

A
10000000O000O0OO0OOOO0OOOOOOOOOOOOOOOOO

The same single-bit value ‘A’ appears in all regjistr32 to r63.
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‘A’ is set by a reset event (with RC[1:0] = 000,10@10 or 011 in r12) and can also be set
software via rl13 bit[8]. A processor which has jaisgs self-test may read this register at addre
offset 0x80 + 4*N, where N is the processor’'s numHbeA is set when the read takes place and
is not equal to the current value in r13 (the MonRrocessor ID register), 0x80000000 is returne
N is placed in r13, and A is cleared.

If A is clear when the read takes place, or N egjube current value in rl3, then the valu
0x00000000 is returned and A and r13 are unchanged.

r64-95: Test and Set

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

X
00000OO0OO0OO0OOOOOOOOOODODODOOOOOOOOOOOODO

A unigque single-bit value ‘X’ appears in each régig64 to r95. Reading each register retur
0x00000000 or 0x80000000 depending on whetheregpactive bit was clear or set prior to th
read, and as a side-effect the bit is set by tad.re

Together with r96 to r127, these registers progigigport for mutual exclusion primitives for inter
processor communication and shared data structaogspensating for the lack of support fo
locked ARM ‘swap’ instructions into the System RAM.

r96-127: Test and Clear

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

X
00000O0OO0OO0OO0OOOOOOOOOODODOOOOOOOOOOOOODO

The same unique single-bit value ‘X’ appears inheaegister r96 to r127 as appears in ré4 to r¢
respectively. Reading each register returns 0x0000®r 0x80000000 depending on whether i
respective bit was clear or set prior to the read, as a side-effect the bit is cleared by the.read

r128: Tx and Rx link disable

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

20x5EC R TxDisable RxDisable

reset: 0 000O0O0CO 000O0O0CO

For a write to be effective it must include a ségurode in bits [31:20]: OXSECXXXXX.

The functions of these fields are described intéltsde below:

Name bits R/W Function
R 16 R/W  Router parity control
TxDisable[5:0] 13:8 R/W  disables the corresponding link transmitter
RxDisable[5:0] 5:0 R/W  disables the corresponding link receiver
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15. Ethernet MII interface

The SpiNNaker system connects to a host machineEtharnet links. Each SpiNNaker chip
includes an Ethernet MIl interface, although onlyeav of the chips are expected to use this
interface. These chips will require an external PHY

The interface hardware operates at the frame |&lehigher-level protocols will be implemented
in software running on the local monitor processor.

15.1 Features

» support for full-duplex 10 and 100 Mbit/s Etherrét off-chip PHY
« outgoing 1.5Kbyte frame buffer, for one maximurnesframe
» outgoing frame control, CRC generation and intarvfe gap insertion
» incoming 3Kbyte frame buffer, for two maximum-sizames
» incoming frame descriptor buffer, for up to 48nfra descriptors
 incoming frame control with length and CRC check

» support for unicast (with programmable MAC addyessulticast, broadcast and promiscuous
frame capture

* receive error filter
 internal loop-back for test purposes
» general-purpose IO for PHY management (SMI) and Pétet
* interrupt sources for frame-received, frame-traitteith and PHY (external) interrupt
[The implementation does not provide support fdf-taplex operation (as required by a CSMA/

CD MAC algorithm), jumbo or VLAN frames.]
15.2 Using the Ethernet MIl interface

The Ethernet driver software must observe a nummbsequence dependencies in initialising the
PHY and setting-up the MAC address before the Betdnterface is ready for use.

Details of these issues are documented in “SpiNNakéB-MIl module” by Brendan Lynskey.
The latest version of this is vO03, February 2008.

15.3 Register summary
Base address: 0xe4000000 (buffered write), Oxf40@ID(unbuffered write).

User registers
The following registers allow normal user programgiof the Ethernet interface:

Name Offset R/W Function

Tx frame buffer 0x0000 w Transmit frame RAM area
Rx frame buffer 0x4000 R Receive frame RAM area
Rx desc RAM 0x8000 R Receive descriptor RAM area

r0: Gen command 0xCO000 R/W  General command

r1: Gen status 0xC004 R General status
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Name Offset R/W Function

r2: Tx length 0xC008 R/W  Transmit frame length
r3: Tx command 0xC00C w Transmit command

r4: Rx command 0xC010 W Receive command

r5: MAC addr Is  0xC014 R/W  MAC address low bytes
ré6: MAC addr hs  0xC018 R/W  MAC address high bytes
r7: PHY control  0xCO1C  R/W  PHY control

r8: Interrupt clear 0xC020
r9: Rx buf rd ptr ~ 0xC024

Interrupt clear

Receive frame buffer read pointer

r1l: Rx dsc rd ptr 0xC02C

r12: Rx dsc wr ptr 0xC030

w
R
r10: Rx buf wr ptr 0xC028 R Receive frame buffer write pointer
R Receive descriptor read pointer
R

Receive descriptor write pointer

Test registers
In addition, there are test registers that will notmally be of interest to the programmer:

Name Offset R/W Function

r13: Rx Sys state 0xC034 R Receive system FSM state (debug & test use
rl4: Tx Mll state  0xC038 R Transmit MIl FSM state (debug & test use)
r15: PeriphlD 0xC03C R Peripheral ID (debug & test use)

N

See “SpiNNaker AHB-MIlI module” by Brendan Lynskegrgion 003, February 2008 for furthe
details of the test registers.

15.4 Register details
rO: General command register

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

HID|VIPIBIM[UIF|L|R|T

reset: 00001111000

The functions of these fields are described intéltsde below:

Name bits R/W Function
H 10 R/W  Disable hardware byte reordering
D 9 R/W  Reset receive dropped frame count (in rl)
Vv 8 R/W  Receive VLAN enable
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S< Name bits R/W Function
é% P 7 R/W  Receive promiscuous packets enable

B 6 R/W  Receive broadcast packets enable

M 5 R/W  Receive multicast packets enable

U 4 R/W  Receive unicast packets enable

F 3 R/W  Receive error filter enable

L 2 R/W  Loopback enable

R 1 R/W  Receive system enable

T 0 R/W  Transmit system enable

rl: General status register

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

RxDFC[15:0] RxUCI6:0] T

0000O0OO0OO0OOOOOOOOODO 000O0O0OO0CO

The functions of these fields are described intdipde below:

Name bits R/W Function
RxDFC[15:0] 31:16 R Receive dropped frame count
RxUC[5:0] 71 R Received unread frame count
T 0 R Transmit MIl interface active

r2: Transmit frame length

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

TXL[10:0]
reset: 00O0OOOOOOOOQO0ODO
The functions of these fields are described intdtde below:
Name bits R/W Function
TxL[10:0] 10:0 R/W  Length of transmit frame (60 - 1514 bytes)

r3: Transmit command register

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Any write to register 3 causes the transmissioa fsthme.
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r4: Receive command register

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Any write to register 4 indicates that the currezteive frame has been processed and decreme
the received unread frame count in register 1.

r5: MAC address low bytes

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
MAC3[7:0] MAC2[7:0] MAC1[7:0] MACO[7:0]
000000D0D0000ODO0DO0DO0O0OO0DODOOO0OOOOOO0OOOOOOODO

The functions of these fields are described intdipde below:

Name bits R/W Function
MAC3[7:0] 31:24 R/W  MAC address byte 3
MAC2[7:0] 23:16 R/W  MAC address byte 2
MAC1[7:0] 15:8 R/W  MAC address byte 1
MACO[7:0] 7.0 R/W  MAC address byte O

r6: MAC address high bytes

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

MAC5[7:0] MACA4[7:0]

reset: 0000O0O0OOOOOOOOOOODO

The functions of these fields are described intdide below:

Name bits R/W Function
MAC5(7:0] 15:8 R/W  MAC address byte 5
MACA4[7:0] 7:0 R/W  MAC address byte 4
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r7: PHY control

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

reset: 0 00O 0

The functions of these fields are described intdtde below:

Name bits R/W Function
Q 5 R/W  PHY IRQn invert disable
C 4 R/W  SMI clock (active rising)
E 3 R/W  SMI data output enable
0] 2 R/W  SMI data output
I 1 R SMI data input
R 0 R/W  PHY reset (active low)

r8: Interrupt clear

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

The functions of these fields are described intdivde below:

Name bits R/W Function
R 4 w Clear receive interrupt request
T 0 W Clear transmit interrupt request

Writing a 1 to bit [0] if this register clears arming transmit frame interrupts. Writing a 1 to [4i
clears a pending receive frame interrupt. Thermisequirement to write a O to these bits othen tha
in order to prevent unintentional interrupt cleamn

r9: Receive frame buffer read pointer

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Vv RFBRP[11:0]

reset: 000O0OO0O0OOOOOOOO

The functions of these fields are described intdvde below:

Name bits R/W Function
\% 12 R Rollover bit - toggles on address wrap-around
RFBRP[11:0] 11:0 R Receive frame buffer read pointer
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r10: Receive frame buffer write pointer

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2

\Y

RFBWP[11:0]

reset:

The functions of these fields are described intdtde below:

0000O0O0O0OOOOOOOO

Name bits R/W Function
\% 12 R Rollover bit - toggles on address wrap-around
RFBWP[11:0] 11:0 R Receive frame buffer write pointer

r11: Receive descriptor read pointer

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8

7

5 4 3 2

\Y

RDRP[5:0]

reset

000O0OOO

The functions of these fields are described intdtde below:

Name bits R/W Function
Vv 6 R Rollover bit - toggles on address wrap-aroungd
RDRP[5:0] 5.0 R Receive descriptor read pointer

r12: Receive descriptor write pointer

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2

V| RDWP[5:0]

reset

000O0O0OOCO

The functions of these fields are described intdipde below:

Name bits R/W Function
Vv 6 R Rollover bit - toggles on address wrap-aroun
RDWP[5:0] 5:0 R Receive descriptor write pointer

15.5 Fault-tolerance

The Ethernet interface will only be used on a smathber of nodes; most nodes are insensitive
faults in its functionality as they will not atteiip use it.
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The watchdog timer is an ARM PrimeCell componenREA part SP805, documented in ARM

DDI 0270B) that is responsible for applying a systeeset when a failure condition is detected.
Normally, the Monitor Processor will be responsilide resetting the watchdog periodically to

indicate that all is well. If the Monitor Processtrould crash, or fail to reset the watchdog duang

pre-determined period of time, the watchdog witider.

16.1 Features

e generates an interrupt request after a progranertabé period;

» causes a chip-level reset if the Monitor Procegs@s not respond to an interrupt request within
a subsequent time period of the same length.

16.2 Register summary
Base address: 0xe3000000 (buffered write), Oxf30@m(unbuffered write).

User registers
The following registers allow normal user programgof the Watchdog timer:

Name Offset R/W Function
r0: WdogLoad 0x00 R/W  Count load register
rl: WdogValue 0x04 R Current count value
r2: WdogControl 0x08 R/W  Control register
r3: WdogIntClr 0x0C w Interrupt clear register
r4: WdogRIS 0x10 R Raw interrupt status register
r5: WdogMIS 0x14 R Masked interrupt status register
ré: WdogLock 0xC00 R/W  Lock register

Test and ID registers
In addition, there are test and ID registers th#itnet normally be of interest to the programmer:

Name Offset R/W Function
WdogITCR 0xF00 R/W  Watchdog integration test control register
WdogITOP OxF04 w Watchdog integration test output set register

WdogPeriphID0-3  0xFEO-C R Watchdog peripheral ID byte registers

WdogPCIDO-3 OxFFO-C R Watchdog Prime Cell ID byte registers

See AMBA Design Kit Technical Reference Manual ARNDI 0243A, February 2003, for further
details of the test and ID registers.
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16.3 Register details

rO: Load

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
Wdog load
1112121111111111111111111111111111

This read-write register contains the value thenfnwhich the counter is to decrement. When th
register is written to, the count immediately rest&rom the new value. The minimum value is 1.

r1: Count

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

Wdog count

111211111111111111111111111111111

This read-only register contains the current valfithe decrementing counter. The first time th
counter decrements to zero the Watchdog raisesiterrupt. If the interrupt is still active the
second time the counter decrements to zero theoagaut is activated.

r2: Control

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

E|I
reset: 00
The functions of these fields are described intdipde below:
Name bits R/W Function
E 1 R/W  Enable the Watchdog reset output (1)
I 0 R/W  Enable Watchdog counter and interrupt (1)

Once the Watchdog has been initialised both enadilesld be set to ‘1’ for normal watchdo
operation.

r3: Interrupt clear

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

A write of any value to this register clears theahaog interrupt and reloads the counter from rl1
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'EE r4: Raw interrupt status
S5
L=
l_Eqa 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
R
0

reset:

The function of this field is described in the &bklow:

Name bits R/W Function

R 0 R Raw (unmasked) watchdog interrupt

r5: Masked interrupt status

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

reset:

The function of this field is described in the ®blkelow:

Name bits R/W Function
wW 0 R Watchdog interrupt output
ré: Lock
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
Key L
0

reset:

The functions of these fields are described intdtde below:

Name bits R/W Function
Key 310 w Write OX1IACCES51 to enable writes
L 0 R Write access enabled (0) or disabled (1)

A read from this register returns only the bottamihdicating whether writes to other registers ar
enabled (0) or disabled (1). A write of OXIACCES1ables write access to the other registers; a
write of any other value disables write acceshedther registers. Note that the ‘Key’ field is 32

bits and includes bit O.
The lock function is available to ensure that tlealidog will not be reset by errant programs.
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17. System RAM

The System RAM is an additiond? Kbyte block of on-chip RAM used primarily by thedwiitor
Processor to enhance its program and data memsoynees as it will be running more comple
(though less time-critical) algorithms than thecfake processors.

As the choice of Monitor Processor is made at-stprtand may change during run-time for fault
tolerance purposes) the System RAM is made availabl whichever processor is Monito
Processor via the System NoC. Accesses by the btoRiocessor to the System RAM are no
blocking as far as SDRAM accesses by the fascidegssors are concerned.

The System RAM may also be used by the fasciclegasors to communicate with the Monito
Processor and with each other, should the neegl aris
17.1 Features

» 32 Kbytes of SRAM, available via the System NoC.
» can be used as source of boot code.

17.2 Address location
Base address: 0xe5000000 (buffered write), Oxf50@D (unbuffered write). Can also appear
at the Boot area at 0xff000000 if the ‘Boot area sweh’ is set in the System Controller.

17.3 Fault-tolerance

Fault insertion

« |tis straightforward to corrupt the contentstod System RAM to model a soft error — any prog
essor can do this. It is not clear how this woldddbtected.

Fault detection

 |tis not clear how soft errors can be detectetthouit some sort of parity or ECC system.

Fault isolation
» Faulty words in the System SRAM can be mappedbuse.

Reconfiguration
» For hard failure of a single bit, avoid using therd containing the failed bit.

 |If the System RAM fails completely the only optianto use the SDRAM instead, which will
probably result in compromised performance forfdeeicle processors due to loss of SDRA
bandwidth. An option then would be to relocate savhéhe fascicle processors’ workload ta
another chip.

17.4 Test

Production test
e run standard memory test patterns from one optbeessing subsystems.
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18. Boot ROM

18.1 Features

« asmall (32Kbyte) on-chip ROM to provide minimalport for:
« initial self-test, and Monitor Processor selection
* Router initialisation for bootstrapping

e system boot.

The Test chip Boot ROM also supports the loadingarfe from an external SPI ROM using the
GPIOQ[5:2] pins as an SPI interface.

18.2 Address location

Base address: 0xf6000000 and, after a hard resetchnnless the ‘Boot area switch’ is set in the
Sytem Controller, in the Boot area at 0xff000000.

18.3 Fault-tolerance

Fault insertion
Switch the ‘Boot area switch’ to remove the BootM®om the reset location.

Fault detection
If the Boot ROM fails the boot process will alsd.favhich will be detected at start-up.

Fault isolation
Switching the Boot ROM out of the boot area shoelder it harmless.

Reconfiguration

When the Boot ROM is switched out of the boot greaSystem RAM is switched into the boot
area. A neighbour ‘nurse’ chip can initialise thgs®m RAM with the boot code and retry
initialisation.
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19. JTAG

The JTAG IEEE 1149.1 system on the SpiNNaker chivides access only to the ARM968
processors for software debug purposes. There f@adgsion for scan access to the SpiNNake
pins or other on-chip features.

19.1 Features

» standard ARM debug access toHIARM968 processors
* device ID codes of 0x05968477

19.2 Organisation
The organisation of the ARM968 JTAG access is asvalbelow:

NTRST—>
™S [
TCK [ —

SyNnc |
RTCK G—‘ TCK RTCKj LITCK RTCKJ LITCK RTCK

CPUO CPU1 .- CPU 17

™ [>—ITDI TDO TDI TDOL — JTDI TDO
TDO <]

The ARM968 CPUs synchronize TCK to their respectoal clocks, which may be different, so
the ARM interface has an addition clock return aigRTCK, which indicates when a transition o
TCK has been recognised. TCK may then make a futthesition. The RTCK signal allows TCK
to be operated at the maximum safe frequency.

TCK and RTCK should obey a standard handshake gobtso TCK may only rise when RTCK is
low, and TCK may only fall when RTCK is high.

All of the processors are in series on the data pegh (TDI to TDO), with CPUO coming before
CPUL, etc. All processor TAP controllers have JT#t@adard bypass registers to support mo
efficient access to the other processor.

19.3 Operation

The JTAG interface supports direct connection & &RM software development tools to the
SpiNNaker test chip, giving those tools standardeas to the ARM processors, their loca
memories, and all system functions visible fromsthprocessors.

It is expected that the JTAG interface will be usady with suitable JTAG-aware tools, for
hardware debugging (if necessary) and softwareglghg as required.
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20. Input and Output signals

The SpiNNaker chip has the following 10, power gndund pins. All IO is assumed to operate at
1.8V with CMOS logic levels; the SDRAM interface 18V LVCMOS. All other 10s are non-
critical, though output delay affects link througip

20.1 Key
The ‘Drive’ column in the tables uses the followingtation:
Direction Drive Meaning
output NmA maximum drive curren mA
output A/B slow/fast slew rate
input S Schmitt trigger input
input D/U pull down/up resistor incorporated

20.2 SDRAM interface

Signal Type Drive Function #
DQ[31:0] 10 8MAB Data 1-32
A[13:0] @ 4mAB  Address 33-46
CK, CK# O 8mAB  True and inverse clock 47,48
CKE © 4mAB  Clock enable 49
CS#[1:0] @ 4mAB  Chip selects 50, 51
RAS# ¢] 4mA B  Row address strobe 52
CAS# @ 4mAB  Column address strobe 53
WE# @ 4mAB  Write enable 54
DM[3:0] o 8mAB  Data mask 55-58
BA[1:0] o 4mAB  Bank address 59, 60
DQS[3:0] 10 8mA DB Data strobe 61-64
vVdd_18[23, 13:0] 1.8V Power for SDRAM pins 65-79
Vss_18[23,13:0] Gnd Ground for SDRAM pins 80-94

When the package incorporates an internal SDRAM alleof the above signal pins apart from
CS#[1] will be connected to it. They may or may at#o be connected to package balls. CS#[1]
connects only to a package ball.
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20.3 JTAG
Signal Type Drive Function #
NTRST I SuU Test reset (active low) 95
TCK I SD Test clock 96
RTCK ¢ 4mA A Return test clock 97
TMS I SuU Test mode select 98
TDI I SuU Test data in 99
TDO o 4mA A Test data out 100

20.4 Ethernet MlII

Signal Type Drive Function #
EtherMux [ SD select Ethernet or GPIO[23:1¢ 101
RX_CLK I SD Receive clock 102
RX_D[3:0] 10 4mA ASU Receive data/GPIO[19:16] 103-106
RX_DV I SD Receive data valid 107
RX_ERR l SD Receive data error 108
TX_CLK o 4mA A Transmit clock 109
TX _DI[3:0] 10 4mA ASD Transmit data/GPIO[23:20] 110-113
TX_EN O 4mA A Transmit data valid 114
TX_ERR O 4mA A  Force transmit data error 115
MDC o 4mAA  Management interface clock 116
MDIO 10 4mAA  Management interface data 117
PHY_RSTn o 4mA A PHY reset (optional) 118
PHY_IRQn [ SD PHY interrupt (optional) 119
Vdd_18[15] 1.8v Power for Ethernet MIl pins 120
Vss_18[15] Gnd Ground for Ethernet Ml pins 121
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55

é% Signal Type Drive Function #
LOin[6:0] I SD  link 0 2-of-7 input code 122-128
LOinA @ 12mA B link O input acknowledge 129
LOout[6:0] © 12mAB  link 0 2-of-7 output code 130-136
LOoutA I SD link O output acknowledge 137
L1in[6:0] I SD  link 1 2-of-7 input code 138-144
L1inA © 12mAB link 1 input acknowledge 145
L1out[6:0] @ 12mA B  link 1 2-of-7 output code 146-152
L1outA I SD link 1 output acknowledge 153
L2in[6:0] I SD link 2 2-of-7 input code 154-160
L2inA © 12mAB link 2 input acknowledge 161
L20ut[6:0] @ 12mA B  link 2 2-of-7 output code 162-168
L20utA I SD link 2 output acknowledge 169
L3in[6:0] I SD  link 3 2-of-7 input code 170-176
L3inA @ 12mAB link 3 input acknowledge 177
L3out[6:0] © 12mAB link 3 2-of-7 output code 178-184
L30outA I SD link 3 output acknowledge 185
L4in[6:0] I SD link 4 2-of-7 input code 186-192
L4inA © 12mA B  link 4 input acknowledge 193
L4out[6:0] © 12mAB  link 4 2-of-7 output code 194-200
L4outA I SD link 4 output acknowledge 201
L5in[6:0] I SD  link 5 2-of-7 input code 202-208
L5inA © 12mAB  link 5 input acknowledge 209
L50ut[6:0] © 12mA B  link 5 2-of-7 output code 210-216
L50utA I SD link 5 output acknowledge 217
Vdd_18[22:21, 17:14] 1.8V Power for link pins 218-223
Vss_18[22:21,17:14]  Gnd Ground for link pins 224-229
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20.6 Miscellaneous
Signal Type Drive Function #
GPIO[15:0] 10 4mA ASD  General-purpose IO 230-245
PORIn l SD Power-on reset 246
Resetln l SD Chip reset 247
Test l SD Chip test mode 248
Clk10MIn I S Main input clock - 10MHz 249
nClk10MOut O 4mA A Daisy-chain 10MHz clock out 250
Clk32kIn I S Slow (global) 32kHz clock 251
Vdd_18[18:17] 1.8v Power for miscellaneous pins 252-253
Vss_18[18:17] Gnd Ground for misc. pins 254-255
Vdd_12[13:0] 12v Power for core logic 256-269
Vss_12[13:0] Gnd Ground for core logic 270-283
Vdd_PLL[3:0] 1.2v Power for PLLs 284-287
Vss_PLL[3:0] Gnd Ground for PLLs 288-291
Tres | analogue  Temp. sensor analogue input 292
Int[1:0] l Sb Exteernal interrupt requests  293-294

20.7 Internal SDRAM interface

Signal Type Drive Function #
GPIO[31] 10 4mA ASD Connects to SDRAM TQ 293
GPIO[30] 10 4mAASD SDRAM DPD input 294
GPIO[29] 10 4mAASD Bond to Vdd 295

20.8 Internal SDRAM power & ground

In addition to the signal pins that connect therinal SDRAM to the SpiNNaker chip, the SDRA
also requires 1.8V Vdd and ground connectionsin36tal.
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The SpiNNaker chip is packaged in a 300LBGA packagk 1mm ball pitch. The allocation of

signals to balls is as shown below:

21. Packaging
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Link 5

It is expected that a 128Mbyte Mobile DDR SDRAM Ilwilormally be incorporated into the
package with the SpiNNaker chip, using wire-bonhidti-Chip Package (MCP) assembly.
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22. Application notes

22.1 Firefly synchronization

The local time phase, used for errant packet trappian be maintained across the system b
combination of local slightly randomized timers dodal phase-locking using nearest-neighbo
communication.

Time phase accuracy

If the system time phase is F and the skew is Kt () all parts of the system transition from on
phase to its successor within a time K), then &glalbas at least F-K to reach its destination a
will be killed after at most 2F+K. Thus, if we wabtallow for a maximum packet transit time of F
K =T and can achieve a minimum phase skew of & fhand K are both system constants and
should choose F = T+K. The longest packet lifdent2T+3K.

22.2 Neuron address space

Neurons ocuppy an address space that identifids Maaron uniquely within the domain of its
multicast routing path (where this domain mustudel alternative links that may be taken durin
emergency routing). Where these domains do notlagvéris possible to reuse the same addres
though this must be done with considerable carerdieaddresses can be assigned arbitrarily; t
can be exploited to optimize Router utilizationg(eby giving Neurons with the same routing
requirements related addresses so that they ceoutel by the same Router entries).
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